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Diverse causal landscapes in the brain derive distinct components of 
language

Mathematically formalized theories of language can help to narrow 
down the list of plausible candidate neural mechanisms 

This mathematical space will involve the use of concepts from 
category theory, Hopf algebra and statistical physics

With respect to previous speakers in this ‘Symposium on the Platonic 
Space’, some of this material will be building off the work of Lauren 
Ross and Karl Friston and the ideas they presented in their lectures.



Introduction Mind, Language and Brain

Bertrand Russell Alan TuringJohn von Neumann

It has fixed scopes 
and limits

It can execute specific 
computational operations

The mind follows logico-
syntactic, algebraic rules



Introduction Mind, Language and Brain

Otto Jespersen

Humans abstract 
away from sensation 
to generate “a notion 
of structure”

Language is a 
generative system of 
structured expressions

Noam Chomsky

Language provides 
instructions to 
conceptual systems

Paul Pietroski



Introduction Mind, Language and Brain

Ada Lovelace

We seek a “uniting 
link” between “the 
operations of matter ... 
and abstract mental 
processes”.

Philip W. Anderson Karl Friston

The brain is an 
inference generator, 
negotiating its internal 
model with sensation

Rhythmicity provides 
a means of “handling 
information”
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Large “Language” Models… or Large Corpus Models?
(1) LLM-brain alignments “driven by fragile methodologies 
and overlooked confounds” (Hadidi et al. 2025)

Overlooked confounds: Word rate, positional signals



Large “Language” Models… or Large Corpus Models?
(1) LLM-brain alignments “driven by fragile methodologies 
and overlooked confounds” (Hadidi et al. 2025)

(2) Transformers do not represent sentence meaning in a 
manner akin to the human brain (Fodor et al. 2025)

7T fMRI; 30 participants reading 108 sentences

Transformers were significantly inferior to 
models explicitly designed to encode the 
syntactic relations between words
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Large “Language” Models… or Large Corpus Models?

A recent assessment from Apple found no 
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(1) LLM-brain alignments “driven by fragile methodologies 
and overlooked confounds” (Hadidi et al. 2025)

(3) LLMs do not reliably distinguish between grammatical 
and ungrammatical structures (Dentella et al. 2025)

· Fails to generalize basic phrase structure rules
· Fails to distinguish between instructions to generate 
unacceptable semantic vs. unacceptable syntactic 
outputs

(6) ChatGPT’s o3 does not capture fundamental 
principles of linguistic structure (Murphy et al. 2025)

(2) Transformers do not represent sentence meaning in a 
manner akin to the human brain (Fodor et al. 2025)



Large “Language” Models… or Large Corpus Models?

(4) Large ‘reasoning’ models (ChatGPT’s o3, etc.) engage 
in “sophisticated pattern matching” (Shojaee et al. 2025)

(5) Seven leading LLMs do not show reliable sensitivity to 
meaning/structure distinction (Dentella et al. 2024)

(1) LLM-brain alignments “driven by fragile methodologies 
and overlooked confounds” (Hadidi et al. 2025)

(3) LLMs do not reliably distinguish between grammatical 
and ungrammatical structures (Dentella et al. 2025)

(6) ChatGPT’s o3 does not capture fundamental 
principles of linguistic structure (Murphy et al. 2025)

Speakers syntactically encode zero complementizers 
as cognitively active mental objects

  The cat [that] the boy loves
  Jason whispered [that] the phoenix had escaped
?Jason whispered the phoenix had escaped

No evidence that LLMs capture cross-constructional 
generalizations about null complementizers

(7) LLMs do not capture generalizations about null 
complementizers (Momma et al. 2025)

(2) Transformers do not represent sentence meaning in a 
manner akin to the human brain (Fodor et al. 2025)



Large “Language” Models… or Large Corpus Models?

(4) Large ‘reasoning’ models (ChatGPT’s o3, etc.) engage 
in “sophisticated pattern matching” (Shojaee et al. 2025)

(5) Seven leading LLMs do not show reliable sensitivity to 
meaning/structure distinction (Dentella et al. 2024)

(1) LLM-brain alignments “driven by fragile methodologies 
and overlooked confounds” (Hadidi et al. 2025)

(3) LLMs do not reliably distinguish between grammatical 
and ungrammatical structures (Dentella et al. 2025)

(6) ChatGPT’s o3 does not capture fundamental 
principles of linguistic structure (Murphy et al. 2025)

(7) LLMs do not capture generalizations about null 
complementizers (Momma et al. 2025)

(8) LLMs have a strong linearity bias and do not capture 
deep syntactic structures (Diego-Simón et al. 2025)

“Remaining challenges” are effectively all of human-
specific syntactic knowledge

😲

(2) Transformers do not represent sentence meaning in a 
manner akin to the human brain (Fodor et al. 2025)



But surely Large “Language” Models would align best with language areas in the brain?

“Our results suggest that LLMs’ ability to predict brain activation does not strongly differ 
between language and non-language-related brain areas”.
(Gürel et al. 2025)

LLMs and the Brain Impediments to Inference



LLMs prefer to manipulate noun-based information, not verb-related information.

But verbs encode the core properties of compositional syntax-semantics, setting up things like 
tense, voice, transitivity, mood, theta-roles, argument structure and aspect. Nouns are easier 
targets for distributional models due to frequency...

LLMs and the Brain Impediments to Inference



LLMs and the Brain Impediments to Inference



DALL⋅E 2

LLMs and the Brain Impediments to Inference



LLMs and the Brain Impediments to Inference



DALL⋅E 3



“A wedding photo with 
absolutely no Shrek”

In the early days of generative text-
to-image, I generated this ‘Craiyon’ 
prompt (originally DALL⋅E mini) in 
2022:



But what about GPT-5?



26 bananas

🙊 🙊 🙊



Only 2 unlit

🙊 🙊 🙊



Incorrect spelling

Incorrect circling🙊

🙊





To quote Anchorman…



LLMs and the Brain Impediments to Inference

“Carefully” can modify 
either “fixed” or “packed” 
– regardless of intonation, 
‘context’, etc…

March 2025 (GPT-4)



LLMs and the Brain Impediments to Inference

“Carefully” can modify 
either “fixed” or “packed” 
– regardless of intonation, 
‘context’, etc…

March 2025 (GPT-4)



LLMs and the Brain Impediments to Inference

A very quick lesson from the ongoing BabyLM Challenge

When limited to ecologically valid amounts of data (i.e., the amount that children are 
exposed to), LMs have an unshakably strong bias to impose linear solutions on 
linguistic tasks.

In contrast, infants instinctively impose hierarchical structure-dependent rules.



Valid form (Modus Ponens)
If P, then Q
P
Therefore, Q ✅

Valid form (Modus Tollens)
If P, then Q
Not Q
Therefore, not P ✅

LLMs and the Brain Impediments to Inference



Guest & Martin (2023)

Affirming the consequent!
Correlation of our models to data is necessary but not sufficient.

Common in the literature to:
(1) confuse types of inference
(2) misunderstand the evidentiary role that correlation plays
(3) offer no formalized thought on the relationship between model and observation

LLMs and the Brain Impediments to Inference



Guest & Martin (2023)

LLMs and the Brain Impediments to Inference

Statement 1: If I am Beyoncé, then I am fabulous

Statement 2: I am fabulous

Conclusion: Therefore, I am Beyoncé 🎤✨



LLMs and the Brain Impediments to Inference

Models ≠ Phenomenon
Explanandum ≠ Explanans

Example case: Motion of bodies under gravity and Newtonian mechanics

If Newtonian mechanics behaves like physical objects, then Newtonian 
mechanics is physical objects

?



“…intermediate model layers best explain primary auditory cortical 
responses, while deeper layers best explain voxels in non-primary 
areas.” (Kell et al. 2018, Neuron)

?
Correlation ≠ Explanation



“This LLM output has human-like qualities to it, therefore it gives 
us certain specific implications for theories of human cognition…”

But nobody argues that AlphaGo is a plausible model of human 
strategizing, or that Cicero is a plausible model of human theory 
of mind. Was Deep Blue a plausible model of Garry Kasparov’s 
brain simply because it matched his performance levels?

So why would an LLM be a model of human language?

LLMs and the Brain Impediments to Inference



LLMs and the Brain Impediments to Inference

Sometimes adopting a different testing regime for models vs. humans can be 
used as a tool to artificially inflate LLM accuracy. 

Some cases of s(timulus)-hacking: In s-hacking, people try many different 
prompts and testing regimes, cherry-pick the best performing ones, and rerun 
the tests in LLMs until a desired result is achieved. This is analogous to p-
hacking, but today many people working on AI capabilities call it “pre-testing”...

Problem: Standards of evaluation



Poor causal logic

A barometer can measure atmospheric pressure, and have its 
activity regulated by it. But if we break the barometer, the 
thunderstorm doesn’t stop.

LLMs and the Brain Impediments to Inference



LLM text output looks like real human language...

…and a fake flower looks a lot like a real flower

LLMs and the Brain Impediments to Inference



Multiple realizability
Vastly different substrates and mechanisms can perform the 
same input-output mappings.

Digital clocks and analog clocks both show the time but have 
completely distinct implementations – and LLMs and humans 
can both generate coherent prose…

LLMs and the Brain Impediments to Inference



Related criticism to the LLM-brain debate…

• Fitting RNNs make attractors even when the data does not 
have attractors
• “A popular approach to study brain data is to fit an RNN to neural 

data and then show that this RNN has attractors. However, a 
recent paper [Qian et al. 2024, NeurIPS] showed that in the 
context of partial observations, a simulated system that has no 
attractors gives rise to a fitted RNN that does have attractors. In 
other words, in the context of unobserved data (always the case in 
neuroscience), we may even wrongly infer that there are 
attractors.” (Konrad Kording)



In the cognitive neuroscience literature, there are many “curious shadowy” 
syllogisms and statements (Russell 1918, The Philosophy of Logical Atomism) 
that do not obtain, but which are disguised as complex, mechanistic insights.

Bertrand Russell

LLMs and the Brain Impediments to Inference



LLMs and the Brain Impediments to Inference

ChatGPT



LLMs and the Brain Impediments to Inference

ChatGPT
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LLMs and the Brain Impediments to Inference



Modeling linguistic semantics via a “vector space” will only get us so far. 
Language interfaces with various conceptual domains with their own unique 
formats: some are digital/logical, others are analogue/graded/continuous. 

Within a single word, we can call upon multiple conceptual representations 
(e.g., book, city, proudly)

Spatial structure 
Causation
Telic/functional
Epistemic/evidential
Intensionality

Event structure
Theory of mind
Quantification
Boolean logic
Factivity

LLMs and the Brain Impediments to Inference



Vector space semantics (word embeddings, LLM hidden states) 
treat lexical meaning as points in a continuous, uniform space.

This is maybe OK for things like ‘king’ vs ‘queen’, but semantics in 
reality is highly typed and heterogeneous.

LLMs and the Brain Impediments to Inference



“The progressive school next to the river was high in the NYT rankings and 
had just hired a new chancellor after being repainted”

LLMs and the Brain Impediments to Inference

A single word (school) can call upon diverse and categorially incompatible 
semantic features. These conceptual domains are not “dimensions” in the 
embedding sense: they host different mathematical structures and 
implicate different neural substrates. 
Word2Vec/LLM embeddings collapse these senses into a blended vector. 
Even contextual embeddings often smear them, because they lack an 
explicit type system to separate senses.
Distances in vector space often reflect corpus frequency artifacts.



Asymmetric entailment relations

(1) “Every dog barked”
(2) “Some dog barked”

Distributional vectors place “every” and “some” close together 
because they co-occur with the same kinds of nouns/verbs.
But (1) entails (2), not the reverse.

LLMs and the Brain Impediments to Inference



How does a vector-based learner discover abstract, exceptionless 
rules without relying on statistical accident?
Piantadosi et al. risk explaining compositionality post hoc (“it emerges 
in the geometry”) rather than as a necessary design property.

Vector approaches risk conflating the implementation medium with 
the computational level.



The very properties that many authors cite as hallmarks of 
efficient communication can also be reinterpreted as pressures 
shaping internal symbol manipulation for thought:

Dependency minimization, ambiguity/polysemy, and short words 
can ALL help with both communicative and internal 
computational efficiency.

LLMs and the Brain Language and Its Place in Nature



In philosophy of law, coherentism holds that a belief is justified if it fits into 
a larger, consistent system of beliefs, forming a mutually supportive 
network.

Claims about “LLMs are like the brain” can certainly be internally coherent – 
but this doesn’t mean that our foundational assumptions are valid!

LLMs and the Brain Impediments to Inference



The ‘definitional fallacy’
What I will call the ‘definitional fallacy’ has run rampant in 
contemporary cognitive neuroscience. 
Just because you can define a concept like ‘culture’ or 
‘communication’ in relation to some scientific field, it does not follow 
that this definition will actually be able to be operationalized within the 
context of a productive explanatory theory.
I can provide a definition of semantics as ‘vector math’ (etc) – but it 
doesn’t follow that just because you can define semantics as x, y or z 
that it should be conceptualized this way. 
Often researchers think half the battle is already won just by offering 
coherent definitions and boundaries of inquiry. 



GPT-2 was a pure LLM. But over the past few years, some leading LLMs have 
gradually become neurosymbolic by smuggling in numerous module 
interfaces (e.g., Python interpreters; possible symbolic filters in guardrails), 
not relying purely on deep learning.

Connectionism is all you need?



Paul Pietroski

In the study of semantics, we have moved from this…

TWO ELEMENTARY COMPOSITIONAL OPERATIONS: M-join & D-join



Neuron 1

Neuron 2

Neuron 3

In the study of semantics, we have moved from this… to this



Reynolds darling, did you see that new paper 
showing that LLMs have now mastered even more 
of the entirety of all human linguistic knowledge?
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My central scientific research interest concerns how the brain coordinates 
the binding of distinct features into what linguists describe – using slightly 
distinct mathematical formalisms – as a labeled set (Chomsky in the 
1990s), a compositional structure (Pietroski in the 2000s), an intentional 
composite function (Hoshi in the 2010s), a hylomorphic pluralistic 
mereological object (Adger in 2020s), or a free non-associative, 
commutative magma (Marcolli et al. 2025).

Or, more simply, what Otto Jesperson called “a notion of structure” in the 
early 1900s.

Can these formal accounts of language be of service to experimental 
neurolinguistics? Does the high-level psychological theory of language 
you subscribe to have consequences for cognitive neuroscience?

Syntax Necessary and Sufficient Features



Two lessons from the ‘neural correlates of consciousness’…

(1) Correlating neural activity ≠ explanation
(2) Bad metaphysics gives you bad science



Mark Solms,
South African neuropsychologist

Studies of consciousness that prioritize vision 
miss the mark somewhat.

‘Affect’ is the most fundamental property of 
consciousness, not perceptual representations. At 
the most essential level, every conscious 
experience has a ‘feeling’ to it. Consciousness is 
not reducible to reportable perception.

Therefore, neuroscientific studies that are based 
on visual oddball paradigms (etc.) may not expose 
critical neural dynamics for consciousness.



Syntax From Input to Inference

Hierarchical constituency structure
Workspace (WS) = [X, Y, Z]
MERGE(X, Y) → WS’ = [{X, Y}, Z]

Example:
MERGE(eat, cheesecake) – [asymmetric headedness]



Algebraic models from linguistic theory provide hints at what the 
neural code for syntax might look like.

We may be looking for a neural mechanism that respects non-
associativity of constituent geometry:

((W₁ W₂) W₃) ≠ (W₁ (W₂ W₃))
[[old men] and women] ≠ [old [men and women]]

Syntax Necessary and Sufficient Features



Syntactic knowledge boils down to a non-associative, commutative 
magma (category theory, Hopf algebra) that generates nonplanar trees, 
interfacing with distinct cognitive systems, providing instructions to 
them.

Syntax Necessary and Sufficient Features

Chomsky argued for formulations of MERGE being couched within 
naïve set theory. But sets are too unstructured. 

Recent category-theoretic magma formulations (Marcolli et al. 2025, 
Mathematical Structure of Syntactic Merge) provide new avenues to 
formally map syntax to possible neural geometries. 



The algebraic properties of natural language seem to be unlike 
anything else in cognition. 

How the brain neurally enforces a free non-associative 
commutative unbounded digitally infinite combinatorial 
hierarchical recursive structure-building tree-formation category-
theoretic magma operation (syntactic structure-building) remains a 
mystery – but it is the central question in the cognitive neuroscience 
of language. 

Syntax Necessary and Sufficient Features



Operations are subject to structural configurations, not linear 
sequential distance

The boy who is holding the flowers is happy

Is the boy [who is holding the flowers] _ happy?
Is the boy [who _ holding the flowers] is happy?

Syntax Necessary and Sufficient Features

✅

❌



At a minimum, the neurobiology of natural language syntax must comply 
with some simple conditions:

• Commutativity (MERGE(A,B)=MERGE(B,A)): The neural code for a two-
item set must ignore linear order at the moment of combination.
• Non-associativity ((A◦B)◦C ≠ A◦(B◦C)): Once a third element is 

merged, the hierarchical depth of previous combinations must be 
recoverable, usually through a categorial ‘label’ or head-selection step 
that privileges one member of the newly formed set. 
• Closure: The output of MERGE is itself a syntactic object.
• Binarity: MERGE generates strictly binary-branching structures.
• Non-monotonic structure-building: MERGE can involve deletion of 

sub-trees or workspace elements.

Syntax Necessary and Sufficient Features



Candidate mechanisms for neural implementation therefore need 
order-insensitive pairwise binding plus a second, depth-sensitive 
process that is triggered only when the bound item is itself 
subjected to a further merge. Critically, experimental predictions for 
MERGE-based syntax must be specific enough to help adjudicate 
between salient support for and against structural inferences – 
without this precision, predictions will risk being ornamental and 
subject to confirmation bias. 

Later, I will argue for a specific neural model of language (‘ROSE’) 
that satisfies these criteria.

Syntax Necessary and Sufficient Features



Murphy (2025), Cognitive Neuroscience



“…there is [no] justification, empirical or conceptual, for the 
decomposition of binary set formation into separate steps”.

There is no mathematically plausible ‘incremental’, gradualist 
account of the emergence of Merge-based recursive syntax.





Unlike domains of the language sciences like sociolinguistics, 
pragmatics, and experimental psycholinguistics (which deal with 
highly complex cognitive and social systems), theoretical linguistics 
can provide a streamlined view on what it is our brains must be able 
to do in order to comprehend and produce natural language.

In turn, formal syntactic models act as a sieve for neural theories.

Syntax Necessary and Sufficient Features



word-word binding

word-phrase binding

phrase-phrase binding

Rizzi (2024)

Some monkeys have a kind of 
primitive morphology (krak-oo 
vs. hok-oo, where -oo is some 
kind of pragmatic emphasizer), 
but are possibly restricted to 0-
merge systems

[[the] [boy]]

[He [saw [the boy]]]

[The man [saw [the boy]]]
(complex specifiers and 
complex subjects)



word-word binding

word-phrase binding

phrase-phrase binding

Rizzi (2024)

This level and above requires a 
workspace to store combined 
objects – this will be the E level 
of ROSE introduced later

[[the] [boy]]

[He [saw [the boy]]]

[The man [saw [the boy]]]
(complex specifiers and 
complex subjects)



word-word binding

word-phrase binding

phrase-phrase binding

Rizzi (2024)

The possibility of developing in 
parallel two complex phrases 
also demands something that 
word-phrase does not need – a 
workspace where parallel 
structure-formation is 
permitted (Chomsky), or two 
separate workspaces (Adger, 
Rizzi)

[[the] [boy]]

[He [saw [the boy]]]

[The man [saw [the boy]]]
(complex specifiers and 
complex subjects)



word-word binding

word-phrase binding

phrase-phrase binding

Rizzi (2024)

It’s likely that from the 12-18 
months age range, child 
language production systems 
are limited to 0-merge but 
their comprehension systems 
(internal inferences) are likely 
always one step ahead

[[the] [boy]]

[He [saw [the boy]]]

[The man [saw [the boy]]]
(complex specifiers and 
complex subjects)



Even some of the simplest algorithms have emergent behaviors and ‘side quests’ 
(Zhang et al. 2025).

Likewise, natural language is comprised of an elementary structure-building 
algorithm of assembling minimal compositional schemes (like Nouns Phrases, Verb 
Phrases, etc.); from the simplest form (XP[X Y]) we can build complex compositional 
conceptual instructions that cannot be reduced to the meaning of individual parts.



Mathematics is the study of… 

Syntax Necessary and Sufficient Features

numbers

Platonic entities and realms

collections of formulas

abstract structures

… and human language is one of the most interesting abstract 
structures in nature. 





Dependency grammar is not a viable candidate theory of natural 
language syntax, since it isolates word-word dependency graphs 
rather than hierarchical constituency structure (dependency graphs 
are projections from this deeper algebraic structure). 

Certain of these theories in the literature are intentionally 
positioned simply to counter generative grammar, and be distinct 
from it, rather than being formed from a novel first principles 
account of what linguistic knowledge is.



“…defining yourself in opposition to something 
is still being anaclitic on that thing, isn’t it?”
–David Foster Wallace, Infinite Jest



The internal competence of LLMs is often better than their actual output 
performance – what they ‘know’ exceeds what they might appear to know 
when playing around with ChatGPT….



…While this is completely true, it has so far only been shown that the distance 
and direction of LLM embeddings might represent some aspect of 
dependency grammars (Diego-Simon et al. 2024) – but dependency grammar 
is not a candidate model for compositional syntactic knowledge.



We are looking for candidate neural 
mechanisms that:

Respect set grouping (non-associativity)

Demonstrate sensitivity to a typed system 
of semantic categories

Reflect the asymmetric (headed) nature of 
phrase composition

Can recursively embed headed structures 
inside other structures

Are sensitive to long-distance 
dependencies between elements

Language and Its Place in Nature

Murphy (2025), Cognitive Neuroscience

Syntax



We are looking for candidate neural 
mechanisms that:

Respect set grouping (non-associativity)

Demonstrate sensitivity to a typed system 
of semantic categories

Reflect the asymmetric (headed) nature of 
phrase composition

Can recursively embed headed structures 
inside other structures

Are sensitive to long-distance 
dependencies between elements

Syntax Language and Its Place in Nature

When learning their language, no child uses a 
strategy whereby a phrase’s category is unrelated 
to any element inside it

And these dependencies are guided by structural 
information (no rules say “link this noun to this 
verb after 4 words”)



Merge-based syntax permits a kind of 
information coarse-graining, re-formatting 
concepts and giving us new kinds of ‘things’ 
to think about.

Language evolution didn’t just make it easier 
to communicate – it also made it easier to 
think. Merge-based syntax gives us more 
precise coordinates in conceptual space.

{Those two old Italian men} are happy
{John} is happy

0

{Noun Phrase} {Verb Phrase}

Language and Its Place in NatureSyntax



In the literature, we often read: “Stroke patients have substantial 
language deficits, but they can still think (pass various cognitive 
tests). Therefore, language cannot be considered a thought 
system”.

e.g., the authors equate evidence that non-linguistic thought 
survives after aphasia with the conclusion that language is not a 
thought system.

But this is flawed logic and a category error!

Language and Its Place in NatureSyntax



Inferring that “language is not a thought system” because non-
linguistic thought survives after damage to language areas is like 
saying “vision is not a sensory system” because blind people can 
still smell and hear.

Language and Its Place in Nature

The formal structure of 
language is excellent 
for generating complex 
semantic inferences, 
but not as good for 
efficient/clear 
communication

Syntax



The vast majority of our everyday use of language is not for 
“communication”, but for organizing our thoughts, planning, 
strategizing, aiding directed attention, the consolidation of 
experience, reflecting on personal responsibilities, cognitive model 
updating, and more general and abstract forms of reflection.

Language and Its Place in Nature

“99% of the head’s thinking activity consists of trying to 
scare the everliving shit out of itself.”

–David Foster Wallace, Infinite Jest

Syntax



Even if non-verbal reasoning remains, language facilitates certain higher-
order processes, and syntax provides precise instructions to these systems:

• Multi-step logical inference
• Counterfactual reasoning
• Inductive definitions
• Complex (nested) planning
• Evidentiality / belief representations

Language and Its Place in Nature

John Lennon, 1964

Syntax



It may not be intuitive to think about language this way…

But Newton and later physicists showed that our intuitions 
about mass and motion are wrong. 
Mendelian genetics showed that our intuitions about much of 
biology are wrong. 
Gödel showed that our intuitions about mathematics are wrong, 
and of course mathematics is infamously riddled with counter-
intuitive conclusions (think of Conway’s surreal numbers). 

Language and Its Place in NatureSyntax



The infinite series 1 + 2 + 3 + 4 + …, though divergent, is associated 
via analytic continuation with the value ?

?





Why should our intuitions about language be taken seriously as 
feasible means to guide scientific theories, and why should our 
intuitions be used as additional constraints on how we define and 
operationalize concepts like ‘thought’ and ‘language’? 

Why is ‘language’ one of the only major topics in cognitive science 
where attitudes are so hidebound, and intuitions and biases are so 
unshakeable, that they guide theory-formation?

Language and Its Place in NatureSyntax



The word ‘geometry’ literally means ‘land (earth) measurement’. But 
since classical times, geometry has now matured sufficiently to the 
point that more generalizable and abstract principles can be 
extracted, and modern geometry has no relation to hills and 
mountains. 
The the same is true for the study of ‘language’.

Language and Its Place in NatureSyntax
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(2) Impediments to inference
(3) Language and its place in nature
(4) Distinct causal processes underpin the neurobiology of language



iEEG Human Intracranial Recordings



iEEG Adjective-Noun Phrase Processing

Trait: Language allows us to construct phrases out of individual words

Neural Basis: Our intracranial recordings indicate unique involvement of the pSTS, across different 
phrase types and sensory modalities.

Murphy et al. (2022), J. Neuro.



Design Minimal phrase structure

Auditory stimuli, two-word phrases:

“red boat” (real phrase)
“bulg boat”
“red bulg”

Only “red boat” involves semantic composition

Peter Hagoort Katrien Segaert Nitin Tandon



Group Analysis Cortical Mosaic for Basic Composition

High gamma activity (70-150 Hz) is 
reflective of local cortical activation

Strongly correlated with the fMRI 
BOLD signal (blood flow, oxygenation)



Group Analysis Cortical Mosaic for Basic Composition



Group Analysis Low Frequency Coding of Syntactic Anticipation



Group Analysis Functional Connectivity in the Phrase Composition Network



Group Analysis Picture-Phrase Match/Mismatch



Introduction Vertical vs. Horizontal Linguistic Structure



Analysis Resolving Multiple Dimensions of Syntactic Structure



Analysis Resolving Multiple Dimensions of Syntactic Structure

High gamma activity (70-150 Hz) is 
reflective of local cortical activation

Strongly correlated with the fMRI 
BOLD signal (blood flow, oxygenation)

Murphy et al. (2024), Prog. Neurobiol.



Analysis Resolving Multiple Dimensions of Syntactic Structure



Analysis Resolving Multiple Dimensions of Syntactic Structure



Introduction Complementary Cortical Mosaics for Semantic Composition



Introduction Paradigm



Introduction Naming-to-Definition



Introduction Naming-to-Definition



Group Analysis Effects of Integration



Analysis Syntactic Complexity and Musical Complexity

Musical Structure Syntactic Structure

1

2

1 2



Design Musical and Linguistic Structure
Meredith McCarty



Subject Analysis Local Cortical Activity Indexes Complexity



Stimulation Beyond Correlational Evidence

Closely neighboring portions of pSTG index 
sensitivity to musical or syntactic complexity

pSTG shares neural resources for processing 
units (words, tones) but distinct resources for 
structures



Most of these intracranial signatures are in high frequency 
gamma activity.

But what is the computational scope (expressive power) of 
gamma?



Different causal structures can provide unique explanatory perspectives 
in neuroscience.

“Neural mechanisms” can have causal and explanatory power, but there 
are also causal structures that are not classically “mechanistic” (e.g., 
cascades, pathways).

We also have non-causal entities that provide unique explanatory power 
(mathematical models, neural topologies).

Syntax in the Brain Consequences of Causation



Most high-impact factor journals will state their aim is to publish 
“mechanistic” insights – yet many journal editors are unable to explain 
what exactly a neural mechanism is (Ross & Bassett 2024).

Consequences of Causation

Funding agencies also request “mechanistic” contributions – different 
agencies place distinct weight to this notion.

LLMs mostly obscure insights into neural mechanisms...

Syntax in the Brain



Mechanism

Hierarchical/part-whole
Fine-grained detail
Narrow (ion channel)
Broad (circuit-level)
“Clockwork”

Cascade

Initial trigger
Amplification
Momentum
“Snowball effect”

Pathway

Sequential flow
Linear, stepwise
Dictates routes
“Highway”

Topology

Structural-constraint
Neural geometries
Abstracted away from temporality
Manifolds 
“Landscape”

Thalamic ring 
attractors

Entorhinal 
cortex toroids

Circuit

Fear and extinction 
circuits

Fixed, closed-loop
Recurrent system
Mesoscale focus
Non-reductive
Drive oscillatory motifs
“Wiring diagram”

EXPLANATORY STRUCTURES IN NEUROSCIENCE

Consequences of CausationSyntax in the Brain



Theory Consequences of Causation

X causes Y if we intervene on X in such a way as to change the outcome of Y 
(“interventionist” philosophy of science). (Counterfactual) causation here is 
almost synonymous with control. Causes can be proximal/distal. Pathways 
and cascades are not “mechanisms”, but they do have causal-explanatory 
power.

If you cannot identify why something would not qualify as a neural 
mechanism, you have not successfully delimited the concept.



Theory Consequences of Causation

So we need a method to help migrate the concepts of linguistic theory 
into a testable framework…

Question: Which neurobiological scales of organization are going to be 
causally prominent and explanatorily useful for varying representational 
levels of language?



Observable output behavior greatly underdetermines the 
network implementation:

Prinz et al. 2004, ‘Similar network activity from disparate circuit 
parameters’, Nature Neuroscience
Jonas & Kording 2017, ‘Could a neuroscientist understand a 
microprocessor?’, PLoS Computational Biology

Strict reductionism is extremely ambitious

Theory Consequences of Causation







An emerging consensus in neuroscience is that complex 
behavior and cognition rely on coordinated interactions 
between brain regions, with phase synchronization being a 
major candidate for implementing this coordination, by gating 
information transmission.

Yet, unlike for models of attention and working memory, there 
is a current absence of oscillatory phase coding in models of 
natural language. 

ROSE Motivations



To summarize a long history of research…

Reliable signatures of syntactic structure tend to be found in the 
low-frequency range, whereas reliable signatures of semantic 
composition and lexical information are rapidly found (e.g., in 
ECoG, early processing windows) in higher frequencies.

There are, naturally, a few exceptions here, and it is this tension 
and reconciliation that ROSE attempts to address.

ROSE Motivations



Murphy (2025), Cognitive Neuroscience

LLMs will be helpful with 
isolating properties of 
phonological and lexical 
statistics at R and O levels

…But will be less helpful 
with isolating higher-order 
syntactic inferences at S 
and E levels

Levels of ROSE are mechanistically connected (e.g., S-to-E) 



Most accounts either place heavy emphasis on symbolic 
knowledge (e.g., Chomsky, 2013, 2023, Chomsky et al., 2019, 2023; 
Friederici, 2017; Murphy, 2023, 2024; Murphy, Holmes et al., 2024) 
or predictive processing (e.g., Caucheteux et al., 2023; Kwiatkowski 
et al., 2012; Schrimpf et al., 2021; Zhou et al., 2025), without a 
means for integration.

ROSE (Murphy 2025, Cognitive Neuroscience) offers a concrete 
means to integrate statistical learning with symbolic knowledge via 
mechanisms like PAC.

ROSE Motivations



Single-sentence summary of ROSE

The higher levels of ROSE provide instructions for symbolic phrase 
structure representations (S/E), while the lower levels provide 
probabilistic aspects of linguistic processing (R/O), with different 
types of cross-frequency coupling being hypothesized to interface 
these domains.

ROSE Motivations



Empirical and conceptual motivations are presented to defend the 
idea that δ-θ inter-regional phase-amplitude coupling constructs 
multiple sets of syntactic and semantic features, and imposes 
biases on how to read out the items provided by this phase code. 
This occurs when the phase of δ is synchronized with the amplitude 
of θ – in turn, θ phase couples with high-frequency local cortical 
processing.

ROSE Phase Codes for S



δ represents supraordinate syntactic categories, and θ represents 
feature-bundles generated via lexical access. 

Phase-resetting of this mechanism, alongside concurrent 
encoding/storage of its products in workspaces before a newly-
generated δ-θ complex is created, permits a facility for recursive 
self-call.

Murphy (2025, Cognitive Neuroscience) provides more explicit, 
concrete details about the phase and frequency dynamics.

ROSE Phase Codes for S



The bulk of work under ROSE is achieved by a frontotemporal 
symbolic low-frequency phase code interacting via cross-frequency 
coupling with a series of local probabilistic inferences over lexico-
semantic content, with the latter being implemented via spike-
phase coupling assembling bundles of linguistic features and which 
can emerge into ‘dynamical motifs’.

ROSE Phase Codes for S



ROSE Basic Architecture



The basic data structures of syntax are atomic features; types of 
linearly readable mental representations (R) that are coded at the 
single-unit and ensemble level. 

ROSE Representations



I assume that representations encompass any object manipulable 
by the generative component of language, being composed of 
features determining constraints on operations, such as selection, 
agreement, licensing and movement. 

Examples include [N], [Plural], [Dem], [C], [T], [P], and also 
conceptual features pertaining to lexical roots, like √BREAK and 
√HOME. Syntax builds structure through recursive applications of 
MERGE, and these are then entered into a space of syntactic 
working memory. Lexical items are simplex conceptual atoms 
(bundles of features). 

ROSE Representations



If these features seem exotic and not 
“neurally plausible”, consider how we 
happily entertain stubby-animate concepts 
in higher-order vision. 
Representational eccentricity is already 
normalized in sensory neuroscience 
(“elongated blue edge detector”, etc). 

ROSE Representations

functional syntactic features (e.g., D, P)?



If feature bundles like [N] or [T] appear exotic, it is only because 
linguistics has historically lacked the luxury of metaphoric 
‘reification’ that vision science enjoys. Stubby cells, simple cells, 
grandmother neurons are all idealized explanatory constructs. 
ROSE’s representational primitives are of precisely the same 
ontological kind: simplified handles on the high-dimensional, 
feature-specific subspaces that neural populations inhabit.

ROSE Representations



Depending on the lexical item in question, spikes from relevant cortical regions will be coordinated by 
spike-phase coupling (e.g., posterior middle temporal cortex for abstract word features; inferior 
parietal cortex for eventive features; anterior temporal lobe for object features; ventrotemporal cortex 
for face and place features; inferior frontal cortex for more formal and function-word related features)
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Murphy, Woolnough et al. (Submitted), ‘Cortical cascades support rapid semantic inference during reading’

Depending on the lexical item in question, spikes from relevant cortical regions will be coordinated by 
spike-phase coupling (e.g., posterior middle temporal cortex for abstract word features; inferior 
parietal cortex for eventive features; anterior temporal lobe for object features; ventrotemporal cortex 
for face and place features; inferior frontal cortex for more formal and function-word related features)
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ROSE invokes ephaptic coupling and dynamical motifs to guide the 
construction of minimally complex linguistic objects (i.e., clusters 
of features that assemble into morphemes – not recursive 
compositional syntactic objects) at the appropriate level of 
resolution whereby statistical and symbolic instructions will 
(presumably) interface. 
These would likely be commonly co-occurring lexico-semantic 
features that routinely get merged via the mechanisms of ROSE.

ROSE Representations



Empirical data for stable local attractors or ‘motifs’ in higher-order 
language regions remain limited – demonstrating them for lexical 
composition is non-trivial. 
Still, the use of dynamical motifs for lexical information seems all 
the more plausible in the face of widespread, flexible and mixed 
high-dimensional coding across the cortical hierarchy.

ROSE Representations





Related criticism to the LLM-brain debate…

• Fitting RNNs make attractors even when the data does not 
have attractors
• “A popular approach to study brain data is to fit an RNN to neural 

data and then show that this RNN has attractors. However, a 
recent paper [Qian et al. 2024, NeurIPS] showed that in the 
context of partial observations, a simulated system that has no 
attractors gives rise to a fitted RNN that does have attractors. In 
other words, in the context of unobserved data (always the case in 
neuroscience), we may even wrongly infer that there are 
attractors.” (Konrad Kording)





Murphy (2025), Cognitive Neuroscience



Prefrontal cortex may host circuits supporting variable binding, 
sequencing, gating and working memory storage (syntax-external 
demands), while lateral posterior temporal cortex might more 
reliably and efficiently subserve cross-modal semantic integration, 
supraordinate categorization and recursive hierarchical processing 
(syntax-internal demands).



Traveling waves build up the workspace cycle-by-cycle 
(evidence-accumulation for syntactic inferences bounded by the 
cross-frequency coupling dynamics over language hubs in pSTS 
and IFS/IFG)



Rotating brain waves help thought circle back to the task at hand

Batabyal et al. 2025, JoCN



“There is no reason in principle why a rotation in this mathematical 
subspace should correspond directly to a rotation on the surface of 
the cortex. But it does. That suggests to me that the brain is using 
these traveling waves to actually do computation, analog 
computation. Analog computation is way more energy efficient than 
digital and biology favors energy efficient solutions.”
- Earl Miller (Picower Institute ‘News’ summary)

Rotating brain waves help thought circle back to the task at hand



Murphy (2025), Cognitive Neuroscience

Not just next-token prediction!



“But it’s not cognitively plausible to have a simple one-to-one 
isomorphism between some parsing computation and a 
narrow frequency band.”
Indeed. 
The spatiotemporal dynamics I invoke are to be thought of as 
the principal but not exclusive drivers of parsing operations. 
These dynamics are the PAC relations with the largest 
explanatory-causal scope for specific parsing operations, and 
the ones that best predict and drive them.

“Ok, but doesn’t this make falsifiability of ROSE difficult?”
No.



ROSE provides a possible infrastructure for flexibly implementing 
distinct types of parsing operations for the real-time processing of 
language. This perspective helps to furnish a more restrictive ‘core 
language network’ in the brain than current language localizers that 
isolate general sentence composition (e.g., “sentences > 
wordlists”). 
I define the language network as being critically involved in 
selectively computing and representing specific parsing 
operations.





ROSE indexes a “mesoscopic protectorate”

UNG A Universal Neural Grammar



Murphy (2025), Cognitive Neuroscience

ROSE uses a combination of mechanisms, 
cascades and topological structures to 
neurally enforce non-associativity, 
commutativity and other algebraic 
properties of human language, ensuring that 
((α β) γ) ≠ (α (β γ))

Phase-amplitude coupling (PAC) coordinates 
the hierarchical assembly of features, forming 
headedness inferences (i.e., the assembly with 
greatest relative PAC strength codes for phrase 
head), while dynamical motifs and spike-
phase coupling coordinate constellations of 
semantic features into lexical items

Causal composition, integration and 
exclusion apply across levels, yielding a 
“mesoscopic protectorate” in the brain for 
syntactic inferences



ROSE enables potentially unbounded recursion until rising fronto-
parietal α signals that the syntactic workspace (δ-θ dynamics) is 
full, while frontotemporal traveling δ waves ferry each completed 
complex to working memory buffers.
Each δ-cycle ends with a β-mediated ‘commit’ burst (Lundqvist et 
al. 2024) that silences the γ carriers for the daughters, ensuring the 
composite enters the next workspace step as an indivisible unit. 
Because headedness is selected by mutual information PAC 
strength rather than presentation order, the system is commutative, 
yet the β commit burst freezes the set, preserving non-associativity.  

(see Murphy 2025 for specific details and empirical support – 
Supplementary Materials include a mini-review of how LLMs fail to 
capture higher-order language, and a comprehensive Table 
comparing different connectionist models of composition)



One of the interesting consequences of this theory is that we 
effectively get commutativity ‘for free’, given that we assume 
headedness is established via strength of PAC-active nodes.
We don’t have to stipulate some additional mechanism to allow for 
commutativity, since it’s not the order of PAC complexes that 
matters, just the strength.



Qi et al. (2025), Adv. Psy. Sci.



Reflecting the ever-flexible nature of symbolic knowledge, we do not 
need to assume that frequency bands here are strict types with rigid 
functional interpretations; rather, they are more likely to be what Martin 
(2020, J Cog Neuro) calls “tokens of processes with physiological bounds 
that render them into functional types”.

e.g., children’s low-frequency cortical tracking of syntax is slightly 
different from the adult brain – the canonical frequency band itself is less 
important than the causal, structuring force of the signal.

These are reflective of endogenous timescales of specific computations, 
rather than being fixed and strict bounds. What is critical is the logical 
and causal relations of neural structures invoked by ROSE.



Do different types of macro-vs. micro-scale traveling waves form 
their own internal hierarchy of sensitivity to distinct structures or 
higher-order relations in language processing, e.g., global situation 
model maintenance vs. local phrase structure coordination?

ROSE Questions



“One set of emergent properties — organization of coding and communication in 
subspaces — is observed at the local spiking level. Another set of properties — 
oscillations that can bidirectionally influence spikes and organize cortical 
information flow — is observed at the mesoscale network level.” 
(Miller et al. 2025, Current Opinion in Behavioral Sciences)

Organized travelling waves execute 
computation in the brain through 
so-called “slow” low frequency 
waves (which can rapidly impact 
electric fields)

Earl Miller has a content (gamma) 
vs. control (alpha/beta) model 
which is not dissimilar to ROSE



A lesson from the history of science, via Michael Levin 
[paraphrasing ]:

If you keep interrogating deeper and deeper, getting more precise 
and causal-mechanistic, you eventually end up in the mathematics 
department.

This is where the language sciences and cognitive 
neurosciences should also be heading. But how can we get 
there?

Theory Consequences of Causation



Marcolli & Berwick (2025) focus on ROSE as a plausible candidate theory for 
syntax. 
They write a proof showing that the mechanisms of ROSE (e.g., phase 
synchronization) can be mathematically connected to the algebraic properties 
of MERGE, providing hints towards an explanatory theory of neurolinguistics.

Theory Consequences of Causation



Open question: How can we 
guarantee that the structures 
generated by ROSE comply 
with non-associativity, rather 
than simply generating node 
boundaries “just in case” the 
structure turns out to be non-
associative? 

(see Murphy 2025, Cognitive 
Neuroscience)



If mathematical linguistics can ‘point’ more easily to ROSE-
compliant neural processes than to others, then this leads us 
towards an exciting terrain of previously inaccessible 
neurolinguistic research.

Theory Consequences of Causation



Theory Consequences of Causation

Adger (2025), MIT Press



Adger uses part-whole relations via mereological formalism, 
whereas Marcolli & Berwick use category-theoretic magma (a 
more constrained type of set-formation).
Adger highlights the necessity of cyclic, local integration steps, 
while Marcolli & Berwick highlight the role of cross-frequency and 
synchronization mechanisms as not just correlative but necessary 
for building recursive structure. 
Adger’s part-whole ‘Subjoin’ operation speaks directly to the 
mereological nature of multiplexed PAC relations, while Marcolli & 
Berwick’s framework is mathematically sympathetic to phase 
synchronization.

Theory Consequences of Causation



Different mathematical formalisms will be more/less directly 
translatable into processes at different scales of neural 
organization (R, O, S, E), hence will yield distinct experimental 
predictions for which types of neural signatures will drive 
syntactic inferences. 

By ensuring that the ‘algorithms’ the brain uses respect the formal 
design features of human language, we help align experimental 
neuroscience with what we know (from first principles) about the 
nature of language.

Theory Consequences of Causation



For example, perhaps the intimate relation between lexico-
syntactic and semantic processing in the brain’s language network 
speaks more to Adger’s thesis that lexical features are inherently 
‘part’ of syntactic objects than it does other theories that posit a 
starker representational divergence between units and operations.

Theory Consequences of Causation



Unlike Merge, Adger’s Subjoin operation doesn’t create a nested set 
but a new object where both inputs are parts. No separate label 
object is required, since the composite’s identity arises from its 
parts.

Mapping this model more closely to psycholinguistic variables 
would yield assumptions about the presence/absence of neural 
signatures pertaining to headedness that would differ from Marcolli 
& Berwick’s model.

Theory Consequences of Causation



In contrast, Marcolli & Berwick propose Merge as a binary magma 
operation via category theory, formalizing this as addition in a 
semiring (with entropy-minimization defining combination). This 
operation can be implemented by a simple neural circuit (binary 
gate) computing a join of two input functions.

Theory Consequences of Causation



The use of a commutative, non-associative semiring for syntax 
suggests that any neural implementation must allow combining 
signals without order bias and without averaging away hierarchy – 
which naturally points to oscillatory binding (phase locking) rather 
than, say, simple additive firing-rate summation.

Theory Consequences of Causation



For Marcolli & Berwick, a plausible neural mechanism for Merge 
must allow reversible composition and decomposition (since Hopf 
algebras have inverses/co-operations). This points toward dynamic 
patterns like oscillations that can flexibly bind/unbind 
representations. A stable firing rate pattern summing two inputs 
might not easily be decomposed into the inputs again. By contrast, 
oscillatory phase coding can be more naturally parsed back into 
constituents.
Similarly, if we focus only on one specific frequency band or ERP 
component (e.g., P600), we likely blur parent-child relations in any 
hierarchical representation (how can compositional syntax emerge 
from high-frequency gamma activity in isolation? There are no 
accounts for how we can ground syntax in mono-causal signatures 
such as this).

Theory Consequences of Causation



Marcolli & Berwick prove that the algebraic structure of human syntax 
– centered on Merge as a free commutative, non-associative operation 
– can be faithfully embedded in a function space governed by 
thermodynamic semirings and optimized by Rényi entropy.
By modeling lexical items as wavelet-based functions and syntactic 
combinations as entropy-regularized additions, a novel blueprint for 
neurolinguists can be assembled.

Theory Consequences of Causation



The recursive, non-associative, and information-sensitive structure 
of Merge here mirrors properties observed in cortical oscillatory 
dynamics, such as cross-frequency coupling and spike-phase 
coordination (via ROSE). 
These insights suggest specific empirical targets: for instance, 
cortical circuits that minimize local entropy under compositional 
constraints, or that exhibit nonlinear gain modulation aligned with 
Rényi-like cost functions during structure building. 
Future intracranial or high-density MEG experiments can test 
whether syntactic processing engages such entropy-sensitive wave 
interactions, thereby grounding formal language theory in 
neurophysiological computation. 

Theory Consequences of Causation



Ramping neural engagement for semantic composition has been 
well documented in high-frequency cortical recordings (Woolnough 
et al. 2023), but constraining the hypothesis space towards more 
specific mechanistic candidates for syntactic composition – as in 
𝔐(𝑇!, 𝑇") and the Hopf algebra Markov chain – remains a clear 
challenge for contemporary cognitive neuroscience. 
Relatedly, if MERGE is to be seen as an operation involving 
minimization and entropy functionals there may be certain routes 
from the active inference world that might provide support here.

Theory Consequences of Causation



We would also expect Rényi entropy cost to be associated with 
general neural complexity metrics and oscillatory complexity. For 
instance, PAC modulation index (MI) and phase concentrations can 
be converted to discrete probability distributions, pi, from which 
Rényi entropy can be computed. Specific parsing windows when 
MERGE is expected to occur should exhibit a reduction in Rényi 
entropy in high-gamma amplitude distribution (more structured, 
focused activation), or in PAC strength between relevant bands, 
depending on our preferred neurocomputational model for syntax.

Theory Consequences of Causation



Psychological theory and theoretical linguistics seek to uncover 
what kind of neural machinery could carry the load that syntactic 
theory (MERGE-based syntax) says the brain must perform. 

But the only way this will happen is if linguists and psychologists of 
language formalize their models of language knowledge/processing 
in more algebraically explicit ways. Keeping to naïve models of 
‘hierarchy’ and basic graph-theoretic models of tree-structures will 
likely be insufficient for offering more acute experimental 
predictions for direct cortical recordings in the human brain.

Theory Consequences of Causation



The philosopher David Lewis famously said there are 
infinite possible causes for any event in the world. 

There are surely many lower-order causal structures that 
subserve syntactic inferences, but ROSE places greater 
emphasis on mesoscale configurations as a way of re-
framing where the “heart” of neurolinguistics should lie.

Scientists often say “causes should always produce their 
effects”. This initially sounds reasonable, but is much too 
ambitious in reality for most scientific models in the life 
sciences.

David Lewis



Theory Consequences of Causation

A scientific theory is only as successful as the number of new interesting 
research questions it helps open up.

ROSE has been used productively to frame and explain a range of 
neuroimaging and EEG results (see Murphy 2025, Section ‘ROSE as a 
plausible model for syntax’).

Forthcoming work from multiple labs explores how ROSE can help 
researchers ask new questions about the neural implementation of 
second language acquisition, dependency resolution, and lexico-
semantic processing.



ROSE “matures in accordance with a genetically determined biological 
matrix” (Murphy 2025). 

Implying an innate endowment for the neural organization of syntactic 
computation. 

Children use hierarchical knowledge and statistical learning jointly – S/E 
levels interface via cross-frequency coupling with probabilistic R/O levels.

UNG A Universal Neural Grammar



ROSE’s innateness claim rests on several converging empirical and 
theoretical points (1/2):
Structure-dependence appears early in development: infants already 
compute hierarchical rather than linear relations (Perkins & Lidz 2021, 
Shi et al. 2020).
Neural evidence for endogenous syntactic organization: cross-
frequency coupling mechanisms implement recursive structure 
building and headedness in a way that is independent of learned 
statistical patterns, suggesting these are pre-specified neural motifs.
Species specificity and developmental maturation: the UNG claim 
posits that all human brains instantiate this multi-level oscillatory 
infrastructure for syntax, which develops but is not learned; similar to 
other neurobiological systems with constrained plasticity.

UNG A Universal Neural Grammar



ROSE’s innateness claim rests on several converging empirical and 
theoretical points (2/2):
Unlearnability of Merge-based syntax: no ‘half-Merge’ solutions.
Poverty of the stimulus: children uniformly converge on complex 
syntactic rules (e.g., auxiliary inversion, structure-dependent question 
formation) that are not derivable from surface-level statistics (and 
which LLMs fail or struggle significantly with). 
Neurolinguistic insights: EEG and MEG studies show that the types of 
cross-frequency coupling invoked by ROSE tracks hierarchical phrase 
structure and syntactic closure in both adults and infants (Zhao et al. 
2024; Weissbart & Martin 2024) in ways that are updated by the 
statistics of language but which are not reducible to statistical 
information.

UNG A Universal Neural Grammar



Children as young as 7 months show sensitivity to the typical word 
order pattern of their parent’s language (“But statistics cues this!” – 
Of course, but the principles of phrase structure are domain-
specific – children do not invent the notion of head or structure)

Even by 18 months they show sensitivity to non-local syntactic 
dependencies.

UNG A Universal Neural Grammar



See also the work of Charles Yang: an innate structural scaffold 
(Merge) interacts with learning biases (‘Tolerance Principle’). When 
we add in constraints reflective of UG (e.g., assuming the existence 
of categories and phrase boundaries), statistical learning becomes 
far more efficient.

It is not “statistical learning vs. innate structure”, but rather 
structural inferences via statistics. 

See also Nicaraguan Sign Language - children rapidly and effortlessly 
acquire a recursive grammar in the absence of explicit instruction and 
decisive evidence.

UNG A Universal Neural Grammar



There is a very strong obsession with “learning” in the fields of AI – 
partly driven by the nature of the enterprise (machine learning) but 
this has a problematic influence when it bleeds over into domains 
of psychology and cognitive science.

Not everything has to be ‘learned’!

UNG A Universal Neural Grammar



Carey (2023) argues that “there is no good evidence for 
nonlinguistic deductive reasoning involving the disjunctive 
syllogism”, and that “animals and prelinguistic children probably 
do not make logical inferences”.

UNG A Universal Neural Grammar



Towards biological plausibility (and away from “Transformers offer a 
candidate model for human language”…). Inspired by neural processes 
thought to be tied to compositional linguistic structures (e.g., PAC)

Theory Consequences of Causation



In the 17th century, the ‘mechanical philosophy’ sought explanations in terms of 
contact mechanics with deterministic interactions.
The imaginative space of cognitive neuroscience remains within pre-Newtonian 
“mechanistic” bounds, despite evidence for distinct causal landscapes.

Theory Consequences of Causation

Distinct causal logics in the brain

But there is no reason to remain reductionist about the causal structure of 
mental content. Downward causation is readily apparent in the brain, and “the 
neuron doctrine” died some years ago.



Increasing evidence that the central 
functional unit of the brain is not the 
cell. Cells contribute to function but 
do not causally anchor it.

Emerging evidence that types of 
behaviorally relevant information 
available at the LFP level are not 
represented in single units.

Theory Consequences of Causation

For example:



Although single neurons constitute the basic units of the nervous 
system, their impact on information processing is contingent on 
their interaction with the specific synaptic connection patterns of 
underlying neural circuits (Luo 2021, Science).

Theory Consequences of Causation



Doris Tsao
UC, Berkeley



Just as higher visual cortex may have inborn axes like “spiky vs. 
stubby” or “animate vs. inanimate” for categorizing objects, the 
language system might have pre-specified dimensions such as 
“predicate vs. non-predicate” or “concrete vs. abstract” that help 
organize concepts into syntactic roles.

What are the relevant axes for conceptual combination(s)? 
Event(IPL)-entity(ATL)? Predicate-non-predicate(MTG)?

UNG A Universal Neural Grammar



Jalaldoust & Zabeh (2025), arXiv

Theory Consequences of Causation
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Theory Consequences of Causation



Many researchers think of causation exclusively through the metaphors 
of ‘driving’ a transfer of energy (e.g., Hume’s billiard balls). 

But even synaptic transmission itself does not actually involve a 
transfer of energy! The ‘causal connection’ is here really just constraint 
satisfaction or signal transduction.

Biological causation often involves enabling (‘criterial causation’) or 
constraining, not ‘producing’. 

Theory Consequences of Causation



Theory Consequences of Causation

Physical bounds on cortical computation may yield explanatory power for neurolinguistics

Constraint 1: Algorithmic Complexity
Implementation cost

Constraint 2: von Neumann-Landauer Limit
Physical energetic cost per bit

Constraint 3: Shannon-Hartley Theorem
Channel capacity of transmission without error

Constraint 4: Bekenstein Bound
Max information per unit volume

Constraint 5: Sphere Packing
Geometric laws of embeddings in n dimensions

Constraint 6: Bremermann’s Limit
Max rate of computation in an isolated physical system

Free-energy principle
Murphy, Friston & Holmes (2024), Synthese



Migrating structures from linguistics over to statistical physics



There are surely many lower-order causal structures that subserve 
syntactic inferences, but ROSE places greater emphasis on 
mesoscale configurations as a way of re-framing where the “heart” of 
neurolinguistic theory should lie.

This is a partly ontological and partly methodological intervention.



Timescales of causality 
Scientists are often tempted to assign “true” (or greater) causality to 
whichever causal factor occurs over the faster timescale, even when two 
causal factors may produce the same outcome with equal probability. 

We may be eager to explain human language in terms of single-cell 
behavior but “true” causality may involve downward causation from 
mesoscale dynamics (as in ROSE).

Theory Consequences of Causation



We should return to Aristotle’s thesis of causal 
pluralism that entertains multiple interacting causal 
forces, which has been sidelined in contemporary 
‘mechanism’-obsessed neuroscience.
e.g., Material, Formal, Efficient, and Final causes

Francis Bacon has some blame here. In the 17th 
century, he pushed the empiricist approach whereby 
only material and efficient causes were entertained, 
and other causal relations were considered 
‘metaphysical’ or ‘magic’.

Theory Consequences of Causation

Aristotle

Francis Bacon



Theory Consequences of Causation

It may seem intuitive that both brains and LLMs do very similar 
things. But our intuitions about the three main branches of 
philosophy also turn out to be wrong: 

Epistemology (“No statement can be true and false at the same 
time”)
Ethics (“Reducing pain and increasing happiness is the primary 
guiding principle of ethical life”)
Metaphysics (“Everything must have a sufficient cause or reason 
(Leibniz’s Principle of Sufficient Reason)”)

❌

❌

❌



“But real understanding of the brain requires lower-level causal details”.

Says who? 

“Our artificial neural language model offers a biologically plausible 
account of language and compositionality”.

So what are the concrete neurobiological predictions?

Theory Consequences of Causation



Theory Consequences of Causation

Scientific Explanation

Causal Explanations
Neural mechanisms

Cascades
Pathways

Non-Causal Explanations
Mathematical models

Topology
Dynamical systems

Where do LLMs fit in here? Data-driven predictive models?...
Regression ≠ Explanation

Data ≠ Theory



Theory Consequences of Causation

A call for “open theory”

Modern calls for “open science” and “open data” are valuable and important. 

But we also need open theory! Researchers need to lay their inferential and 
metatheoretical cards on the table. 



Diverse causal landscapes in the brain derive distinct components of 
linguistic structure. 

Conclusion

An explanatory neurolinguistics will require the causal language of linguistics 
and neuroscience to be in sympathy — this cannot happen if we model 
language processing as centered on sequential probabilistic statistics. 

There is something unique about our species’ evolutionary-ecological niche: 
We inhabit more than any other species a richly symbolic, logical and causal 
mental realm. We should not be surprised if sidelining these concepts in favor 
of statistical, functional and frequentist tools (e.g., prediction) offers little 
help in theory-formation for hierarchical linguistic structures.

A mathematically explicit navigation of linguistic knowledge (the ‘Platonic 
forms’ driving linguistic constituency structure) can help narrow down the list 
of candidate neural mechanisms for syntax.



Explore how to align further these topics in experimental neurolinguistics 
(intracranial EEG, MEG, fMRI), theoretical neuroscience (ROSE model), and 
mathematical models of linguistic computation.
This can be achieved through (i) experimentally probing the parsing of 
linguistic structures of varying sizes (minimal compositional schemes, 
through to naturalistic sentences) in terms of how punctuated moments of 
symbolic inference occur alongside statistical processes; and (ii) exploring 
the processing of different types of categories of composition (i.e., generating 
geometric, melodic and mathematical structures with a ‘minimal structure’). 
In the theoretical space, this can also be achieved through exploring which 
psychological and computational theories of language can be formalized into 
a mathematical language that is more amenable to mapping into certain 
neurocomputational regimes (via ROSE).

Future Directions



Psychologists of language have the potential to help guide the search for the 
neural code for syntax, providing cognitive neuroscientists with an explicit 
algebraic ‘parts list’ to offer novel constraints for experimental testing.

It may be possible to use the formal, mathematical properties of language to 
help narrow the space of candidate neural mechanisms for how language is 
biologically implemented. This is an explanatory step that simply cannot 
translate into models of language that are purely ‘boxological’ and 
localizationist (“semantics is in X region, phonology in Y region”).

Similar steps have already been made in psychological theories of working 
memory and attention, with respect to constraining neural theories – but the 
language sciences are yet to catch up…

Future Directions
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Thomas Arnold
(1795 – 1842)

In recent years, the cognitive neurosciences have overwhelmingly embraced 
functionalist/statistical methods and models, marginalizing algebraic/symbolic accounts 
of how Platonic forms may ingress into biology…

“Take but one step in submission, and all the rest is easy. Satisfy yourself that 
you may honestly defend an unrighteous cause, and then you may go to the 
Bar, and become distinguished, and perhaps in the end sway the counsels of 
the State. All this is open to you; while if you refuse to tamper in a single 
point with the integrity of your conscience, isolation awaits you, and 
unhappy love, and the contempt of men; and amidst the general bustle of 
movement of the world you will be stricken with a kind of impotence, and 
your arm will seem to be paralysed, and there will be moments when you will 
almost doubt whether truth indeed exists, or, at least, whether it is fitted for 
man. Yet in your loneliness you will be visited by consolations which the 
world knows not of; and you will feel that, if renunciation has separated you 
from the men of your own generation, it has united you to the great 
company of just men throughout all past time; nay, that even now, there is a 
little band of Renunciants scattered over the world, of whom you are one, 
whose you are, and who are yours for ever.”


