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Outline:
• Generalize “patterns” = forms of structure and behavior


• Morphogenesis = homeostatic process toward a specific 
form (beyond open-loop complexity and emergence)


• Where do the specific goals come from? (beyond 
selection and specificity of environment + genetics)


• Platonic space = structured space of patterns that in-forms 
biology and physics (physicalism is insufficient; causation 
and explanation) 


• Even very simple interfaces get some of the magic 
(brains, algorithms, and chimeras)


• Research program: study the space, and the mapping(c)
 M

ich
ae

l L
ev

in



Rene Descartes

“just physics” - oocyte

morphogenesis

cancer
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Autopoiesis of Bodies and Minds
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Forms: (patterns)


forms of body (morphology) and of mind 
(behavior) are part of the same class 
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Alan Turing
Problem-solving living machines:

intelligence through plasticity 
(reprogrammability)

Deep symmetry between the scaling of bodies and minds
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Forms of Very Small Life

Diatom
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Larger Forms of Life

Goniurellia Tridens

Hessam Akhlaghpour
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Lacrymaria = 1 cell
no brain
no nervous system

high competency
at cell-level
agendas

Lacrymaria olor

Forms of Minimal Systems’ Behavior:

communications biology Article
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Associative conditioning in gene
regulatory network models increases
integrative causal emergence

Check for updates

Federico Pigozzi1, Adam Goldstein2 & Michael Levin 1,3

How does learning affect the integration of an agent’s internal components into an emergent whole?
We analyzed gene regulatory networks, which learn to associate distinct stimuli, using causal
emergence,which captures thedegree towhich an integrated system ismore than the sumof its parts.
Analyzing 29 biological (experimentally derived) networks before, during, after training, we discovered
that biological networks increase their causal emergence due to training. Clustering analysis
uncovered five distinct ways in which networks’ emergence responds to training, not mapping to
traditional ways to characterize network structure and function but correlating to different biological
categories. Our analysis reveals how learning can reify the existence of an agent emerging over its
parts and suggests that this property is favored by evolution.Our data have implications for the scaling
of diverse intelligence, and for a biomedical roadmap to exploit these remarkable features in networks
with relevance for health and disease.

When is a system more than the sum of its parts? When and how do the
properties of active components enable the emergence of a high-level,
integrated decision-making entity1–5? These questions bear on issues in
ecology, philosophymind, psychiatry, swarm robotics, and developmental
biology6–13. In a sense, all intelligence is collective intelligence14,15 because
even humanminds supervene on a collection of cells which are themselves
active agents.Onepracticalway todefine integrated emergent systems is by
the fact that they have goals, memories, preferences, and problem-solving
capabilities that their parts do not have. For example, while individual cells
solve problems in metabolic, physiological, and transcriptional spaces,
what makes an embryo more than a collection of cells is the alignment of
cellular activity toward a specific outcome in anatomical morphospace16.
Here, we focus on one aspect of emergent agency: integrated, distributed
memory.

When a rat learns to press a lever to receive a reward, the cells at the
paw touch the lever, those in the gut receive the delicious food - no
individual cell has both experiences. The “rat” is the owner of the asso-
ciative memory that none of its parts can have. This ability to bind
together individual experiences of their parts is a hallmark of emergent
agents. The rat can do associative learning because it has the right causal
architecture (implemented by the nervous system) to integrate infor-
mation across space and time within its body. However, this ability is not
unique to brainy animals—various kinds of problem-solving and
learning occur in single cells (reviewed in refs. 17–19) because biology

fundamentally exploits a multi-scale competency architecture in which
themolecular components within a cell are likewise integrated to provide
system-level context-sensitive responses.

Regardless of specific material implementation, certain functional
topologies exhibit high emergent integration. In recent years, this topic has
moved from philosophical debates over supervenience and downward
causation to empirical science, as quantitativemethodshavebeendeveloped
to measure a degree to which a system is more than its parts and possesses
higher levels of organization that docausalworkdistinct from its lowest level
mechanisms20–23. This now enables a study of the relationship between
minimal cognition and collective intelligence. A degree of integration
among parts is required for any amount of cognitive function, such as
learning. Here, we explore the inverse hypothesis: could the process of
learning increase integration within a system? That is, could training a
system reify and strengthen the existence of it as a unified, emergent, virtual
governor24?

To study this question in themostminimal model system, in which all
the components are well-defined, deterministic, and transparent, we chose
Gene Regulatory Networks. GRN models represent sets of gene products
that up- or down-regulate each other’s activity based on a given functional
connectivity map25. These networks are very important topics in
biomedicine26–28, evolutionary developmental biology29–31, and synthetic
biology32–35. It is essential to be able to not only predict their behaviors, but
also to induce desired dynamics for interventions in regenerative medicine

1Allen Discovery Center at Tufts University, Medford, MA, USA. 2Department of Physiology, Anatomy and Genetics, University of Oxford, Oxford, UK. 3Wyss
Institute for Biologically Inspired Engineering, Harvard University, Boston, MA, USA. e-mail: michael.levin@allencenter.tufts.edu
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Physarum

“Simple” behaviors

Nirosha Murugan
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High-Agency Behaviors

(actual degree of agency

is not obvious from pure


observation!) 

@teacexsss   https://www.youtube.com/watch?v=f75Vet_sJNo 

https://www.youtube.com/watch?
v=0QaAKi0NFkA&embeds_referring_euri=https%3A%2F%2Fktla.com%2F
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Collective Intelligence of Cells: 
Competency in Diverse Spaces
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Transcriptional Space Morphospace Physiological Space
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Competency in Navigating Arbitrary Spaces as an Invariant for

Analyzing Cognition in Diverse Embodiments
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Abstract: One of the most salient features of life is its capacity to handle novelty and namely to thrive
and adapt to new circumstances and changes in both the environment and internal components.
An understanding of this capacity is central to several fields: the evolution of form and function,
the design of effective strategies for biomedicine, and the creation of novel life forms via chimeric
and bioengineering technologies. Here, we review instructive examples of living organisms solving
diverse problems and propose competent navigation in arbitrary spaces as an invariant for thinking
about the scaling of cognition during evolution. We argue that our innate capacity to recognize
agency and intelligence in unfamiliar guises lags far behind our ability to detect it in familiar
behavioral contexts. The multi-scale competency of life is essential to adaptive function, potentiating
evolution and providing strategies for top-down control (not micromanagement) to address complex
disease and injury. We propose an observer-focused viewpoint that is agnostic about scale and
implementation, illustrating how evolution pivoted similar strategies to explore and exploit metabolic,
transcriptional, morphological, and finally 3D motion spaces. By generalizing the concept of behavior,
we gain novel perspectives on evolution, strategies for system-level biomedical interventions, and
the construction of bioengineered intelligences. This framework is a first step toward relating
to intelligence in highly unfamiliar embodiments, which will be essential for progress in artificial
intelligence and regenerative medicine and for thriving in a world increasingly populated by synthetic,
bio-robotic, and hybrid beings.

Keywords: physiology; anatomical morphospace; basal cognition

“Intelligence is a fixed goal with variable means of achieving it.” —William James

1. Introduction

Perhaps the most striking property of life, when contrasted with inanimate objects
and the artifacts of human engineering to date, is its ability to operate adaptively in a
range of problem domains. This adaptability persists, as noted by James in the quotation
above [1], even when circumstances require qualitatively different adaptive responses.
Living systems at all scales—from cells to swarms of organisms—exhibit preferences about
specific states and exert energy to achieve those states by any means available. There is
great variety in the degree of adaptive competency seen across the biosphere, ranging
from simple homeostatic processes to complex minds with meta-cognition able to not only
pursue complex goals but to set and reset those goals [2]. The capacity to navigate and
behave in three-dimensional space via degrees of memory, foresight, creativity, etc. has
been long studied by behavioral and cognitive science. More recently, the capacities of
humans and other animals to navigate and behave in complex social environments has also
been intensively investigated, as has the ability of humans (infants and adults) and other

Entropy 2022, 24, 819. https://doi.org/10.3390/e24060819 https://www.mdpi.com/journal/entropy

Is there a privileged space?

3D space is equally “constructed”
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Spaces are in the Eye of the Observer
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It’s not just genetics + emergence


What needs to be explained is specific 
target morphology as a goal pursued


by diverse means 

https://youtu.be/1gZw1SuykB8?si=YF1yXgU91y8XwFrw(c)
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Time  

Amputation

Perfect 
Regeneration

Same anatomy, from different starting states

it stops when the correct 
large-scale setpoint (target 

morphology) has been 
reached 

• get to the same outcome (maintain set point)

• despite perturbations

• from diverse starting positions

• via different paths

• stop when goal is achieved

Anatomical 

homeostasis:(c)
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System-level Goals Trickle Down to Molecular Machinery

local order obeys global planAnatomical 

homeostasis:

Farinella-Ferruzza, Experientia, 1956 (15)

Regeneration is not just about damage repair; anatomical homeostasis

is more general - top-down causation and goal-directedness, just like when

abstract cognitive plans and memories make the ions dance in muscle cells   
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• get to the same outcome

• despite perturbations (external and internal)

• from diverse starting positions

• via different molecular mechanisms!

Same Goal by Different Means:

Target of problem-solving, reuse of affordances

Changing the size of cells still enable large-scale structures to form, 
even if they have to utilize different molecular mechanisms =


top-down causation

newt

kidney

tubule

cross-

section

Fankhauser, 1945, J. Exp. Zool., 100(3): 445-455
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Cut, and briefly perturb
bioelectric circuit

or, can force 
Vmem state back 

to normal

weeks later,

cut in plain


water …
Keep 
trunk

weeks later,

cut in plain


water

Keep 
trunk

Morphogenetic Goals are Re-Writable

without genetic change 

Nestor Oviedo
Junji Morokuma
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Tweaking of bioelectric network connectivity causes 
regeneration of head shapes appropriate to other 
species! (also includes brain shape and stem cell 

distribution pattern)

?!?

D. dorotocephala

cut off head, perturb network topology
qu
an
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brain shape and stem 
cell patterns match also!

Same Hardware can Access Other Species’ Forms 
genetics doesn’t fix the goal state

Alexis Pietak
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It’s not just past history of selection


hardware is able to find truly novel forms
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We can reach regions of the morphospace 
not explored by evolution, purely by 

changing electric circuits’ dynamics in vivo

Normal Bioelectric Circuit Altered After Bisection

We can reach regions of the morphospace 
not explored by evolution, purely by 

changing electric circuits’ dynamics in vivo

Normal Bioelectric Circuit Altered After Bisection

Cell groups are a

collective intelligence


navigating latent morphospace

What are the available attractors, and

where do they come from?(c)
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Good Old Reliable Development

White Oak Leaf - Photo by Chris Evans, River to River CWMA, Bugwood.org(c)
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Bio-Prompting Toward New Target Morphologies

Biohacker finds new forms, without genetic modifications

Standard evolutionary default (Target Morphology) = a pinpoint in latent space
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Biology’s take on “where does it come from”:

• Re-write the medium

Entropy 2024, 26, 532 2 of 41

their bodies when amputated, and—remarkably—stop when the precisely correct target
morphology is complete [5–7]. This can be understood as cellular collectives navigating
morphospace until the desired target shape—or the goal—is reached again. Other examples
include the ability of scrambled tadpole faces to reorganize in novel ways to result in normal
frog faces [8], and the normal shape and size of structures in amphibia despite drastic
changes in cell number [9] and cell size [10], which are handled by exploiting different
molecular mechanisms to reach correct target morphologies despite novel changes in
internal components. Behavioral and morphological plasticity intersect in cases such as
tadpoles made with eyes on their tails, which nevertheless can see and learn in visual
assays without needing rounds of evolutionary adaptation [11].

The ability to navigate transcriptional and anatomical spaces, using perception–action
loops and homeostatic setpoints, is now being increasingly targeted by biomedical and
bioengineering efforts [12,13]. A fascinating body of work exists around the question of
how neural and non-neural problem-solving capacities evolved, and how neuro-behavioral
intelligence affects evolution [14–31]. However, we and others have previously suggested
that somatic competency pre-dates neural intelligence [32–34], and has a bi-directional
interaction with the evolutionary and developmental process [1,3,35]. Thus, here, we
address the second half of the evolution–intelligence spiral: how are evolutionary processes
affected by the competency of the material? Especially important is the inclusion of the
middle layer between the genotype and phenotype. Mutation operates on genomes, and
selection operates on phenotypic performance, but in most organisms, the connection
between them is not linear or shallow—instead, developmental physiology provides a
deep reservoir of dynamics that strongly alter the process. As a contribution to the study
of evolvability and developmental mechanisms potentiating it [36–53], we established a
virtual embryogeny [54] system focused on anatomical morphogenesis by cells. In this
minimal model of morphogenesis, we were able to study the effects of different degrees of
cellular competency on the evolutionary process.

The standard understanding of (Neo-Darwinian) evolution is schematized in Figure 1A:
The genome of an organism encodes aspects of the organism’s cellular hardware, which
together define the phenotypic traits. Given a competitive environment, natural selection
then favors organisms with advantageous traits, and thus, on average, the corresponding
genes tend to get passed on to the next generations more frequently. Random mutations
may occur, consequently changing traits in the offspring phenotype. This affects the
offspring’s reproductive success during the selection stage and, in that way, good traits
prevail, and bad ones perish over time.

Figure 1. (A–C) Illustration of different ways of genetic encodings of a phenotype of, here, a two-
dimensional smiley-face tissue composed of single cells. (A) Direct encoding: Each gene encodes a
specific phenotypic trait, here, of each specific cell type of the tissue, colored blue, pink, and white.
(B) Indirect encoding: A deterministic mapping between the genome and different phenotypic traits,
here, again of each cell type (shown for completeness, but not investigated here due to reasons dis-
cussed in the Section 5). (C) Multi-scale competency architecture: Encoding of functional parameters
of the uni-cellular agents which self-assemble a target pattern via successive local perception–action
cycles [1] (as detailed in Figure 2A). In all three panels, we schematically illustrate, from left to right,
the genome, the respective encoding mechanism, and the corresponding phenotype; colors indicate
cell types, and arrows indicate the flow of information and environmental noise, affecting each cell
during the developmental process.
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Abstract
A critical aspect of evolution is the layer of developmental physiology that operates between the genotype and the anatomi-
cal phenotype. While much work has addressed the evolution of developmental mechanisms and the evolvability of specific 
genetic architectures with emergent complexity, one aspect has not been sufficiently explored: the implications of morpho-
genetic problem-solving competencies for the evolutionary process itself. The cells that evolution works with are not passive 
components: rather, they have numerous capabilities for behavior because they derive from ancestral unicellular organisms 
with rich repertoires. In multicellular organisms, these capabilities must be tamed, and can be exploited, by the evolution-
ary process. Specifically, biological structures have a multiscale competency architecture where cells, tissues, and organs 
exhibit regulative plasticity—the ability to adjust to perturbations such as external injury or internal modifications and still 
accomplish specific adaptive tasks across metabolic, transcriptional, physiological, and anatomical problem spaces. Here, I 
review examples illustrating how physiological circuits guiding cellular collective behavior impart computational properties 
to the agential material that serves as substrate for the evolutionary process. I then explore the ways in which the collective 
intelligence of cells during morphogenesis affect evolution, providing a new perspective on the evolutionary search process. 
This key feature of the physiological software of life helps explain the remarkable speed and robustness of biological evolu-
tion, and sheds new light on the relationship between genomes and functional anatomical phenotypes.

Keywords Embryogenesis · Regeneration · Competency · Intelligence · Problem-solving · Morphogenesis · Evolutionary

Introduction

The basic workhorse of evolutionary theory is the cycle 
between the genotype (the target of mutations) and the phe-
notype (that which selection acts upon). While many models 
and analyses focus on these key elements, another is often 
neglected: the physiological processes that underlie morpho-
genesis. This is the control layer that sits between the genomi-
cally specified cellular hardware (proteins) and the form and 
function that selection sees: anatomy and behavior (Fig. 1). In 
effect, the behavior of cellular collectives in morphogenesis 
is the software of the system—the functional outcomes of the 

molecular machines encoded by genomic information [1]. This 
is relevant not only for embryogenesis, which converts com-
pressed genomic information into a rich emergent set of large-
scale structures, but also for regeneration, metamorphosis, 
remodeling, and other processes which establish and modify 
growth and form. Much work has addressed the evolution of 
developmental mechanisms, the evolvability of specific archi-
tectures, and the emergent complexity of epigenesis [2–6]. 
Moreover, recent work has begun to emphasize the active, 
cybernetic, problem-solving capacities of this process beyond 
feedforward emergence [7–11] and explore ways in which evo-
lution increases the functional intelligence of cellular collec-
tives [12–14]. Here, I focus on the complementary side of the 
evolution–intelligence feedback loop. This is fundamentally 
distinct from earlier efforts in the adaptationist/selectionist 
paradigms, and emphasizes problem-solving, unconventional 
embodied agency, and creativity that are specifically not due 
to adaptation. I first overview the data that illustrate the func-
tional competencies of morphogenesis, casting multicellular 
growth and form as the behavior of a collective intelligence. I 
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What� does� evolution� make?� Learning� in� living�
lineages� and� machines�
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How� does� genomic� information� unfold,� to� give� rise� to� self-constructing� living� organ-
isms� with� problem-solving� capacities� at� all� levels� of� organization?� We� review� recent�
progress� that� unifies� work� in� developmental� genetics� and� machine� learning� (ML)� to�
understand� mapping� of� genes� to� traits.� We� emphasize� the� deep� symmetries�
between� evolution� and� learning,� which� cast� the� genome� as� instantiating� a� genera-
tive� model.� The� layer� of� physiological� computations� between� genotype� and� pheno-
type� provides� a� powerful� degree� of� plasticity� and� robustness,� not� merely� complexity�
and� indirect� mapping,� which� strongly� impacts� individual� and� evolutionary-scale�
dynamics.� Ideas� from� ML� and� neuroscience� now� provide� a� versatile,� quantitative�
formalism� for� understanding� what� evolution� learns� and� how� developmental� and�
regenerative� morphogenesis� interpret� the� deep� lessons� of� the� past� to� solve� new�
problems.� This� emerging� understanding� of� the� informational� architecture� of� living�
material� is� poised� to� impact� not� only� genetics� and� evolutionary� developmental� biol-
ogy� but� also� regenerative� medicine� and� synthetic� morphoengineering.�

Whence� the� endless� forms� most� beautiful?�
Living� forms� present� three� fundamental� challenges� to� our� understanding:� first,� they� self-assemble� –�
performing� all� of� the� decision-making� needed� to� construct� a� functional,� complex� body� while� the� com-
putational� material� itself� is� being� reorganized� on-the-fly.� Second,� they� reach� the� correct� target� mor-
phology� reliably,� utilizing� heredity� mechanisms� to� propagate� specific� patterns� of� form� and� behavior�
through� time.� Crucially,� third,� this� process� is� almost� never� hard-wired,� but� instead� offers� immense�
plasticity,� able� to� complete� morphogenetic� tasks� despite� perturbations� of� external� environment� and�
internal� components� [1].� This� capacity� to� navigate� the� morphospace� of� possible� anatomies,� to� pro-
duce� the� correct� final� pattern� in� the� face� of� novel� situations,� or� to� create� something� completely� different�
(never� before� seen� by� evolution)� but� nevertheless� coherent� and� adaptively� functional� [2],� is� an� example�
of� problem-solving� ability� in� a� high-dimensional� latent� space.� This� lynchpin� capacity� ties� together� fields�
of� evolutionary� developmental� biology,� non-equilibrium� thermodynamics,� computational� and� informa-
tion� science,� and� the� emerging� field� of� diverse� intelligence.� The� implications� of� understanding� the�
multiscale� behavior� of� the� active� matter� of� life� during� embryogenesis,� regeneration,� and� cancer� sup-
pression� range� across� biomedicine,� bioengineering,� robotics,� and� bio-inspired� artificial� intelligence�
(AI).� Central� to� this� set� of� questions� is� the� relationship� between� the� genetically� specified� hardware� in-
side� cells� and� the� resulting� physiological� software� that� produces� phenotypes� acted� upon� by� selection.�
Given� the� plasticity� and� context-sensitive� decision-making� of� the� all-important� morphogenetic� layer�
lying� between� genotype� and� phenotype,� what� are� useful� conceptual� frameworks� for� understanding�
what� genomes� actually� do� (or� encode),� on� evolutionary� and� ontogenic� timescales?�

A� new� perspective:� the� generative� genome�
Recent� work� integrating� developmental� biology� and� computer� science� has� provided� a� new� model�
of� how� genetic� information� is� encoded� and� decoded� during� evolution� and� embryogenesis.

480� Trends� in� Genetics,� June� 2025,� Vol.� 41,� No.� 6� https://doi.org/10.1016/j.tig.2025.04.002�

©� 2025� Published� by� Elsevier� Ltd.�

Highlights�
Biology� implements� a� multiscale� compe-
tency� architecture� (MCA),� where� compo-
nents� competently� navigate� problem�
domains� (e.g.,� metabolic,� physiological,�
transcriptional,� and� anatomical).�

Biological� subsystems� continuously�
shape� (hack)� each� other’s� behavior,� to-
ward� homeodynamic� goal� states� emerg-
ing� at� new� scales.�

The� genome� acts� as� a� generative� model,�
not� a� hardwired� algorithm� nor� a� blueprint,�
for� species-specific� form� and� function.�

A� bowtie� architecture� enables� evolution-
ary� lessons� of� the� past� to� be� generalized�
into� lineage� memory� engrams� which� are�
then� actively� decoded� (interpreted)� in�
ways� appropriate� to� default� or� novel� situ-
ations� by� the� morphogenetic� machinery.�

Fundamental� symmetries� across� evolu-
tion,� development,� and� behavior� involve�
learning� and� creative� problem-solving,�
which� can� be� modeled� by� machine�
learning� (ML)� concepts� such� as�
autoencoders� (AEs)� and� neural� cellular�
automata� (NCAs).
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Patterns Come From Genetics, Environment, and ??
z = z3+7

https://thoughtforms.life/halleys-method-fractal-art/

What aspect of physics or history is responsible?

Prediction: can we find novel living 
forms with no history?

-8-

Figure 16 Figure 17

Figure 18

-1
0-

Fi
gu

re
 2

3

Fi
gu

re
 2

4
Fi

gu
re

 2
5

Fi
gu

re
 2

6

(c)
 M

ich
ae

l L
ev

in



Early frog 
embryo assay for form 

and function

8 hours

 - die

- crawl off

- 2D cell layer

- …?

Rebooting Multicellularity: Xenobots

Douglas Blackiston
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Xenobot behaviors - repurposing cilia for motion

collective

behaviors

Douglas Blackiston
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Reading the Xenobot mind: calcium spiking

in skin cells — there are no neurons here
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Kinematic Replication in Xenobots:

novel competencies of the agential material

Douglas Blackiston
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Vaibhav Pai

Interfacing with Xenobots via Sound:

communications biology Article
A Nature Portfolio journal

https://doi.org/10.1038/s42003-025-08086-9

Basal Xenobot transcriptomics reveals
changes and novel control modality in
cells freed from organismal influence

Check for updates

Vaibhav P. Pai 1, Léo Pio-Lopez1, Megan M. Sperry1,2, Patrick Erickson 1, Parande Tayyebi 1 &
Michael Levin 1,2

Would transcriptomes change if cell collectives acquired a novel morphogenetic and behavioral
phenotype in the absence of genomic editing, transgenes, heterologous materials, or drugs? We
investigate the effects of morphology and nascent emergent life history on gene expression in the
basal (no engineering, no sculpting) formof Xenobots—autonomouslymotile constructs derived from
Xenopus embryo ectodermal cell explants. To investigate gene expression differences between cells
in the context of an embryowith those that have been freed from instructive signals and acquired novel
lived experiences, we compare transcriptomes of these basal Xenobots with age-matched Xenopus
embryos. Basal Xenobots show significantly larger inter-individual gene variability than age-matched
embryos, suggesting increased exploration of the transcriptional space.We identify at least 537 (non-
epidermal) transcripts uniquely upregulated in these Xenobots. Phylostratigraphy shows amajority of
transcriptomic shifts in the basal Xenobots towards evolutionarily ancient transcripts. Pathway
analyses indicate transcriptomic shifts in the categories of motility machinery, multicellularity, stress
and immune response, metabolism, thanatotranscriptome, and sensory perception of sound and
mechanical stimuli. We experimentally confirm that basal Xenobots respond to acoustic stimuli via
changes in behavior. Together, these data may have implications for evolution, biomedicine, and
synthetic morphoengineering.

The standard research paradigm of developmental and synthetic biology
seeks to discover how gene expression drives specific anatomical and
behavioral outcomes1–6. However, it is also well-understood that tran-
scriptionalmachinery itself is sensitive to external cues7–13. Rapid changes of
gene expression can be induced by exposures to genetic, biochemical, bio-
mechanical, bioelectrical, and materials-mediated influences. On a much
longer timescale, the properties of gene expression profiles in vivo are
thought to be determined by evolutionary selection, optimizing fitness to
specific environment, life history, and livedexperiences14–18.Here,we sought
novel aspects of the responsiveness of gene expression in a setting inwhich a
non-canonical multicellular, functional form is achieved without trans-
genes, chemical signals, foreign nanomaterials, or other added influence.

A fascinating set of questions concerns the origins of species-specific
transcriptomic profiles, normally shaped by eons of selection over the
functionality of those forms in a specific environmental context. Unique
aspects of these questions can be addressed in synthetic systems inwhich the
entities have not had a history of selection in their current multicellular

embodiment. Numerous synthetic life forms have recently been
produced19–29; however, many questions remain to be answered via analysis
of transcriptomic profiling in these synthetic living configurations. In this
study, we utilize one such living system to understand how synthetic
morphology might result in transcriptomic changes. Our goal was to
characterizeunique transcriptomic changes in this synthetic living system in
comparison to its native (wild-type) embryo context and understand the
effect of novel lived experiences (and removal of instructive endogenous
signals) on the transcriptome.

Multiple different kinds of autonomously moving biobots23,30,31 can be
derived from Xenopus embryonic cells. They offer self-organization (a kind
of developmentalmorphogenesis), as they needno scaffold in order to form
and mature into functional constructs. They can form from a single tissue
(prospective skin/epidermis) or froma combination ofmultiple tissues (e.g.,
skin/epidermis andmuscles), can be ofmultitude of shapes, and be actuated
by either the muscle contraction or coordinated beating of cilia32–35. They
show self-healing and emergent group behaviors including kinematic self-

1Allen Discovery Center at Tufts University, Medford, MA, USA. 2Wyss Institute for Biologically Inspired Engineering, Harvard University, Boston, MA, USA.
e-mail: michael.levin@tufts.edu
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What Lies Beyond Repair of Normal Target Morphology?

Meet the Anthrobots:

Where do
the properties

of novel
systems come

from if not
eons of selection

or explicit
engineering?

Gizem Gumuskaya

Could you guess 
the genome from 

these data?

Could you guess 
behavior and form 
from the genome?
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Anthrobots Exert Neural Repair
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No Selection History Predicts Anthrobots’ Form and Behavior:

drastically

remodeled


transcriptome

www.advancedsciencenews.com www.advancedscience.com

Figure 2. Anthrobots self-organize into discrete movement types. A) Anthrobots display different movement types. Scalebar 100 uM. B) Distribution of
all 30-second periods in the analysis plotted by their straightness and gyration indices, showing signs of clustering near three of the 4 corners of the plot.
C) Clustered scatter plot of all 30 s periods with centers of cluster marked and colored. D) Prototypical examples from each cluster with 30 s sample
trajectories. E) Quantitative comparison of key characteristics of the four clusters in terms of intra-cluster homogeneity “average dissimilarity”) and
occurrence frequency (“% of observations”) which show that the largest clusters 1 and 2 have relatively low dissimilarity indicating these are the most
consistent behavioral patterns. F) Comparison of gyration and straightness indices for each cluster with significance levels indicated, showing that each
cluster occupies a unique, quantifiable position in the sample space. P-value range after pairwise 2-sample t-test of 0 to 0.0001 corresponded to ****,
0.0001 to 0.001 corresponded to ***, 0.001 to 0.01 corresponded to **, 0.01 to 0.05 corresponded to * and 0.05 to 1 corresponded to ns. Cluster one
had 6004 30 s periods, cluster two had 6700, cluster three had 3436 and cluster 4 had 2384. G) Markov chain showing state transitions between different
clusters (same as in Figure 2F) and the degree of commitment to a given behavior (persistence), with the circular bots (type 1) as the most committed
category with 92.1% chance of the next period being a circular if the current period is a circular. It is followed by linear and curvilinear, which are also
relatively consistent at 80.0% and 75.3% respectively. Cluster 4, or the eclectics, as expected, are very unstable, with a consistency of only 39.6%. Cluster
4 seems to act as a sort of intermediate, since there is a substantial chance of the eclectics converting to linear (34.5%) or to a lesser degree circular
(15.0%) or curvilinear (10.7%). The transition probability between circulars and linear and vice versa is the lowest and almost nonexistent, at 0.3% and
0.2% respectively. Linear, curvilinear, and circulars rarely convert into eclectics with a probability of 12.3%, 7.5%, 5.8% respectively (and when they do,
it is most likely due to collisions or using eclectics as an intermediary).

Adv. Sci. 2023, 2303575 © 2023 The Authors. Advanced Science published by Wiley-VCH GmbH2303575 (6 of 20)
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Ethogram of discrete behaviors

Gizem Gumuskaya,
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What did the Genome Learn?

• Xenobot bodies and minds have no straightforward evolutionary back story; some of it happened in a 
virtual world at the Bongard Lab’s supercomputer. Where did their goals come from?


• Xenobots were engineered by releasing constraints, not adding circuits; collaboration with the 
material


• We know when computation was done to make a frog; when was it done for Xenobots/
Anthrobots?

cognitive capacities TBD

Douglas Blackiston
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Emergent Goals and Competencies:

it doesn’t take much!!

It does not take cells, life, or huge 
complexity to have emergent goals

and competencies recognizable
by behavioral scientists  

Adaptive Behavior

Article

Adaptive Behavior
2024, Vol. 0(0) 1–30
© The Author(s) 2024
Article reuse guidelines:
sagepub.com/journals-permissions
DOI: 10.1177/10597123241269740
journals.sagepub.com/home/adb

Classical sorting algorithms as a model of
morphogenesis: Self-sorting arrays reveal
unexpected competencies in a minimal
model of basal intelligence

Taining Zhang1, Adam Goldstein2 and Michael Levin1,3

Abstract
The Diverse Intelligence research seeks to understand commonalities in behavioral competencies across a wide range
of implementations. Especially interesting are simple systems that provide unexpected examples of memory, decision-
making, or problem-solving in substrates that at first glance do not appear to be complex enough to implement such
capabilities. We seek to develop tools to determine minimal requirements for such capabilities, and to learn to
recognize and predict basal forms of intelligence in unconventional substrates. Here, we apply novel analyses to the
behavior of classical sorting algorithms—short pieces of code studied for many decades. To study these sorting
algorithms as a model of biological morphogenesis and its competencies, we break two formerly ubiquitous as-
sumptions: top-down control (instead, each element within an array of numbers can exert minimal agency and
implement sorting policies from the bottom up), and fully reliable hardware (instead, allowing elements to be
“damaged” and fail to execute the algorithm). We quantitatively characterize sorting activity as traversal of a problem
space, showing that arrays of autonomous elements sort themselves more reliably and robustly than traditional
implementations in the presence of errors. Moreover, we find the ability to temporarily reduce progress in order to
navigate around a defect, and unexpected clustering behavior among elements in chimeric arrays consisting of two
different algorithms. The discovery of emergent problem-solving capacities in simple, familiar algorithms contributes a
new perspective showing how basal forms of intelligence can emerge in simple systems without being explicitly
encoded in their underlying mechanics.

Keywords
Decentralized intelligence, emergence, sort, minimal models, basal cognition

Handling Editor: Tom Lenaerts, Université Libre de Bruxelles, Belgium

1. Introduction
On their respective time scales, evolutionary and de-
velopmental biology require that cognitive capabilities
such as memory and goal-directed activity in the face of
perturbations originate in proto-cognitive functions that
existed long before complex brains came onto the scene
(James, 1890; Jennings, 1906; Lyon, 2006). The gradual
history of intermediate forms with different levels of
competency undermines a view in which discrete natural
kinds have, or do not have, binary properties such as
intelligence (Fields & Levin, 2020; James et al., 2019;
Keijzer et al., 2013; Levin, 2021; Lyon, 2006, 2015).
Moreover, a rich continuum of intermediate forms can be
created by chimerizing biological and technological

material in many different combinations (Clawson &
Levin, 2023; Nanos & Levin, 2022), further eroding
the notion of a binary, categorical separation between
engineered and biological capabilities. The nascent field

1Allen Discovery Center at Tufts University, Medford, MA, USA
2Department of Physiology, Anatomy and Genetics, University of Oxford,
Oxford, UK
3Wyss Institute for Biologically Inspired Engineering, Harvard University,
Boston, MA, USA

Corresponding author:
Michael Levin, Allen Discovery Center at Tufts University, 200 College
Ave, Medford, MA 02155, USA.
Email: michael.levin@tufts.edu

Figure 8. Unexpected aggregation of Algotypes occurs in chimeric arrays. A cell-view (local) implementation of sorting policies enables an
experiment that cannot be done in traditional top-down sorting: chimeric arrays in which individual cells follow their own distinct policies
(“Algotype”, which can be different among the cells of the array) for how to move (corresponding to chimeric embryos consisting of cells of 2
different lineages (Nanos & Levin, 2022)). Panel (a) shows the results of each possible combination of sort algorithms within an array. The blue
lines indicate the progress of the sort itself (the Sortedness value). We also computed aggregation—the tendency of cells with similar
Algotypes to cluster together spatially. To study how such chimeric collectives behave, we investigated 100 repeats of scenarios where each
combination of the 3 sort algorithms was represented equally; note that the algorithms were not modified in any way and thus do not have any
provision for knowing their own Algotype or that of their neighbors. Remarkably, significant aggregation was observed during the sorting
process, reaching >60% (with peaks that occur at slightly different times during the sorting process for each of the chimeric combinations). The
pink lines indicate the Aggregation Value when two identical sorts (Bubble Algotype) are used—this negative control shows, as expected, that
there is no significant deviation from 50% chance. The red line indicates the Aggregation Value of each kind of sort. As expected, at the
beginning the Aggregation Value is 50%, since types are assigned to cells randomly. Likewise, at the end, the Aggregation Value is back to 50%
since the array is sorted only by each cell’s Value, with no regard for Algotype, and the Algotypes were randomly assigned. Panel (b) quantifies
the efficiencies of such chimeric individuals. (c) To understand the relative spatial distribution of cells executing each algorithmwithin the array
during the sorting process, we defined aggregation value: the probability that a cell’s neighbor is of the same type as itself. Algotypes were
assigned to each cell randomly in each experimental array and did not change during the course of the sort. (d)We then allowed duplicate digits
in the arrays, so that some instances of each number would be of each of the types, in order to see what maximum aggregation could be
achieved if the explicit (monotonic numbers) and implicit (aggregation of types) goals were made compatible. We use purple lines, green lines,
and teal lines to represent for the Sortedness change for Insertion Algotype, Bubble Algotype and Selection Algotype respectively. The red lines
represent the aggregation value change.We observed that the final Aggregation Values in (d) were larger than the final Aggregation Values in
(a), showing the system is able to reach greater aggregation values when the pressure of having to sort on unique number values (which can
conflict with the goal of identical adjacent Algotypes) is released by allowing duplicate valued cells. Panel (e) shows two examples of the cell
aggregation after the sorting process when the list contains duplicate values. Different colors represent different Algotypes. For cells with the
same value, the first example shows no clustering while the second example shows clear clustering.
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We underestimate matter and we 
underestimate algorithms/“machines”

Algorithm +
spontaneous
side-quests

Algorithm +
intrinsic (implicit)

behavioral
competencies
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So where do novel goals come from?


Emergence (mysterian surprise) vs.

Structured latent space (research program) 
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Whence specific goals and competencies if not 
Selection (history)?!

Synmorpho beings and minimal 
algorithms as vehicles for exploring 

Platonic latent space!

Option 1: there is a random set of 
amazing “facts that hold” and we 
will call it “emergence” and be 
surprised each time

Evolution exploits free lunches:
shapes, behaviors, properties of 

networks, features of 
computation, numbers, etc.

Option 2: there is an ordered, 
non-physical latent space of 
patterns which can be studied 
systematically

Sparse Ontology -> mysterianism

Optimism -> research agenda
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Karl Popper
PlatoPythagoras

Platonic 
Latent 
Space

Physicalism(c)
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Platonist Mathematicians: systematically DISCOVER, not invent

DominicWalliman https://www.redbubble.com/i/poster/The-Map-of-Mathematics-by-DominicWalliman/25095968.LVTDI
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Beyond Low Agency (?) Mathematical Truths 

- Behavioral Patterns (a.k.a., minds)
Math = the behavioral science of a specific layer of the Platonic Space 


(those forms that are amenable to certain classes of precise formal models)

What else inhabits it?
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“What breathes fire into the equations?” 
Hawking had it backwards


"I think that modern physics has definitely decided in favor of Plato. The smallest units of 
matter are not physical objects in the ordinary sense; they are forms, ideas which can be 
expressed unambiguously only in mathematical language."   

                                                                                                           - Werner Heisenberg 

"Biology is the study of the larger organisms, whereas physics is the study of the smaller organisms,”


                                                                                                                                          - Alfred North Whitehead
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Biology Exploits Free (Cheap) Lunches

Causality,

Explanations:


Math -> Biology

“come from” doesn’t mean temporal causality
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Figure 2. Select cases of reductions in brain matter with normal function.  [A] Image from (Feuillet et al. 2007) showing a white collared worker case of extreme 
hydrocephalus; he led a normal life as a civil servant, who possessed an average IQ of 75. During his neurological assessment at age 44, his (i) CT scan and (ii) 
T1 weighted MRI scans with contrast showed extreme ventricular enlargement. LV indicates lateral ventricle, III and IV indicate the third and fourth ventricles, 
respectively. [B] Image from (Alders et al. 2018), showing the case of a 60-year-old with a bad mood with massive ventriculomegaly and severely reduced cerebral 
mantle and corpus callosum, that went largely unnoticed. The left column is T1 weighted MRI images taken in the transverse, coronal, and sagittal planes of the 
patient. The right column represents T1 weighted MRI scans of a healthy control. [C] Image from (Persad et al. 2021), imaging of a Canadian living a normal, 
independent life with massive hydrocephaly. MRI scan taken from the axial view (plane parallel to the ground) at the level of the lateral ventricles (arrow points to 
extremely thin layer of cortical mantle, LV stands for Lateral Ventricle). [D] Image from (Asaridou et al. 2020), showing the T1 Weighted MRI scans of a child born 
without left hemisphere (i) taken in the coronal plane, (ii) taken in the axial plane. The child had normal cognitive development and language skills despite 
hemihydranencephaly of the left hemisphere and near-absence of the corpus callosum. All images re-used with permission.


The Brain as Thin Client, Biology as Interface

Minimal brain 
structure


or function 
(Savant 

syndrome)


cases of high 
performance!

Mind & Matter 23(1), 13-69 doi: 10.5376/mm2025.13

Cases of Unconventional Information Flow

Across the Mind-Body Interface

Karina Kofman

Faculty of Dentistry, University of Toronto

Toronto, Canada

and

Michael Levin
⇤

Allen Discovery Center

Tufts University, Boston, USA

and

Wyss Institute for Biologically Inspired Engineering

Harvard University, Cambridge, USA

Abstract

Neuroscience, and behavioral science more broadly, seek to char-
acterize the relationship between functional cognition and the un-
derlying processes operating in living tissue. The current paradigm
focuses heavily on the brain, and specific mechanisms thought to
underlie mental content and capabilities. One of the most inter-
esting approaches to any field, which often leads to progress, is to
highlight data which do not comfortably fit a specific dominant
framework. Here, we review clinical and laboratory data in sev-
eral unconventional systems which are not predicted by the current
models in the field. Reduced brain mass or absent brain tissue
without the expected loss of function (e.g. hydrocephalus, hemi-
hydranencephaly), discrepancies between cognitive state and brain
function (e.g. accidental awareness during anesthesia, terminal lu-
cidity), and cases of cognitive abilities exceeding the apparent skill
of the individual, all highlight interesting features of the immense
plasticity of the mapping between cognition and its living substrate.
These cases suggest new avenues for research that at the very least
stretch existing frameworks, and parallels to discoveries being made
in the emergent form and behavior of synthetic constructs. We
speculate on a roadmap for the study of interesting and still poorly-
understood features of embodied minds that could be impactful for
biomedicine and engineering, as well as foundational philosophical
issues.

⇤Corresponding author: 200 Boston Ave, Suite 4600, Bedford, MA 02155, USA,
email: michael.levin@tufts.edu
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But isn’t Interactionism Dead?

https://philosophyalevel.com/aqa-philosophy-revision-notes/dualism/

physicalism was already dead in Newton’s universe because it was 
haunted by the laws of mathematics.  No QM needed.

the explanation, the reason (driver) for facts of particle physics, and aspects of 
biology (Cicada timing, On Growth and Form, etc.) are facts of mathematics. 

Epiphenomenalism is as hopeless for math as for mind.

math :: physics         =           mind::body(c)
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Make New Interfaces, Meet New Minds!
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Humility Warning: neither digital nor biochemical 
“machines” are only what our formal models say they are

• Minds are not fully defined by our models of them, neither 
for their limitations nor for their competencies.

Magritte

nothing is a TM, not even a TM
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Summary:
• Patterns of form (in 3D space, and in other spaces = behavior) are ubiquitous

• They serve as goals for minimal agents’ problem-solving competencies

• Genetics + emergence is insufficient; emergence itself is mysterian and limiting

• Novel forms, which can’t be pinned on history of selection, require new models

• Patterns exist which are not determined by history or facts of physics; like facts about mathematical objects.


• Physical objects (simple machines, cells, embryos, cyborgs, swarms, robots, etc.) are pointers into a space 
of these patterns - interfaces through which non-physical influences ingress into the physical world


• Evolution exploits these free lunches massively, and so can bioengineers! (So, it’s not just philosophy - it 
matters for practical reasons).  

• Physics is what we call things that are constrained by these patterns; 

• Biology is what we call things that are enabled by and exploit these patterns.


• This magic is not quantum, it already exists in a deterministic, classical world because even Newton’s 
universe was already “in-formed” by truths of mathematics which affect it but are not determined by its 
properties; embryos are haunted by morphogenetic patterns as triangular objects are haunted by facts of 
geometry. 


• Mind::Brain as Math::Physics.    We are patterns in the Platonic Space, along with other denizens. Math = 
the behavioral science of certain kinds of objects in that space (the low agency ones?). 

• Reasons = your interface is controlled by high-level Patterns; Causes = it’s controlled by low-level 

Patterns; it’s all a continuum.

• “Free Will” = degree to which your current interface (determined by genetics, physics, and your past 

history of action) enables your highest Form to come through un-tarnished by others’ or low-level forms

Hypotheses, Speculations, and Implications:
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• Build new interfaces to observe new ingressing forms - our 
synthetic morphology work provides tools/vehicles/periscopes for 
exploration of the space.


• Infer a rigorous mapping between properties of the pointers and the 
patterns they facilitate.


• Quantify the “free lunch” aspects - how much information/influence/
evolvability is injected into the physical world? Free compute?


• Are the contents of this space under positive pressure?

• Is the space sparse? Are some attractors “better” than others?

• Are the contents of this space purely passive (eternal, unchanging) 

or can we define a kind of “chemistry” of how these things interact 
and live in their own space?


• Are mathematical objects really “low agency”?  Can we extend 
standard behaviorist tests to their native space?


• Why? Where did the Platonic Space and its structure/contents 
‘come from’? Could it have been otherwise?

Research Program:
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Post-docs and staff scientists in the Levin lab:      
Wesley Clawson - hybrots and virtual worlds for biological controllers 
Douglas Blackiston - brain-body interface plasticity, Xenobot form and function
Benedikt Hartl - evolution, machine learning, and cognition
Vaibhav Pai - Xenobots: behavior, bioelectrics, and physiology
Nestor Oviedo, Junji Morokuma - bioelectrics of planarian regeneration
Federico Pigozzi - causal emergence in non-neural substrates

Graduate Students:
Gizem Gumuskaya, Nikolay Davey - Anthrobots
Adam Goldstein, Taining Zhang - emergent competencies of algorithms

Undergraduate Students:
    Pranjal Srivastava, Ben G. Cooper, Hannah Lesser, Ben Semegran - Anthrobots
    Karina Kofman - anomalies in brain:body mapping

Technical support:
    Rakela Colon, Jayati Mandal - lab management
    Erin Switzer - vertebrate animal husbandry

Collaborators:   Allen Center members +
   Joshua Bongard - Xenobot simulations and AI
   Thomas Doctor, Olaf Witkowski, Bill Duane, Elizaveta Solomonova, Paul Colognese  - Buddhist models of AI
   Simon Garnier - computational analysis of Anthrobot form and function
   Chris Fields - physics of sentience and sentience of physics
   Erik Hoel - theory of causal emergence
   David Resnik, Lauren Ross - philosophy of causation and biology
   Richard Watson - computational models of cognitive scaling and evolutionary learning
   Giovanni Pezzulo - cognitive science applied to morphogenesis
   Anil Seth, Robert Chis-Ciure, Blaise Aguierra y Arcas - consciousness in novel substrates
   Olaf Sporns, Sara I. Walker, Thomas F. Varley, Hannah Dromiack, Caitlin Grasso, 
               Douglas Moore, Krishna Srinivasan  - Ca++ neuroscience-relevant infometrics

Model systems:   tadpoles, planaria, zebrafish, slime molds, human cells, and chick embryos, animats

Funding support:   AFOSR, ARO, JTF, TWCF, DARPA, Paul G. Allen Frontiers Group, Sloan Foundation, NIH, NSF

Thank you to:

Disclosures: Morphoceuticals, Fauna Systems, Astonishing Labs

Illustrations:    Jeremy Guay @ Peregrine Creative

Not claiming that the people listed here endorse my non-physicalist model!(c)
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